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Dedicated to our families and our friends. You make
everything possible.

The world of information systems presents new and
exciting challenges each and every day. Creating a text-
book to capture this world is a formidable task, to be
sure. This, the 10th edition of Management Information
Systems, represents the best we have to offer. We take
pride in delivering this new edition to you, and we thank
all of you for your loyalty to the book and the input you
provided that was instrumental in its development. Your
continued support fills us with joy and a sense of both
accomplishment and contribution.

We are also pleased and excited to welcome a new
member to our writing family. Miguel Aguirre-Urreta
has joined us in the creation of the materials contained
herein. His work and effort on the Real World Cases and
blue boxes will be apparent as we bring you new cases
in every chapter of the book. Please join us in welcoming
Miguel to our family.

On behalf of Jim, Miguel, and myself, please accept
our sincere appreciation for your support and loyalty. As
always, we hope you enjoy and benefit from this book.



Real Life Lessons

Use Your Brain
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CASE STUDY QUESTIONS

1. What are the companies mentioned in the case trying
to control, or manage, through these projects? What is
the problem? And how did they get there?

~

. What are the business benefits of implementing strong

IT asset management programs? In what ways have the

o

d in the case b d? Provide sev-

eral examples
One of the

&

in the case, UnitedHealth Group,

tackled the issue by imposing standardization and “charg-

ing” those stepping
should they balance

outside standard models. How
the need to standardize with being

able to provide business units with the technologies best
suited to their specific needs? Justify your answer.

indicative of the widespread lack of respect for this impor-
tant aspect of I'T operations.

‘The ideal time to start considering an asset management
program is before the business and its IT infrastructure is
even up and running, but the common scenario is that cor-
porations look to asset management after they’ve encoun-
tered a problem running the infrastructure.

lity about asset is evolving,
however. Companies used to consider only reliability, availabil-
ity, and overall equipment effectiveness in the equation. But
now, he said, there is recognition of factors like continuing pres-
sures on cost and green technology. “It really requires a mature
organization to understand what’s going to be needed to assess
and execute a life-cycle management strategy,” says Don Barry,
associate partner in global business services in the supply chain
operations and asset management solutions at IBM.

Why is a life-cycle management program important?
For one thing, it puts I'T in much better control of its assets,
and this can have a number of benefits.

“IT can make really intelligent decisions around what
they should get rid of, and they might even find they have
more money in the budget and they can start taking a look at
newer technology and see if they can bring it in-house. With-
out that big picture, they just end up spending more and more
money than had they been proactive,” says Vanderveldt.

Life-cycle management also has value as a risk manage-
ment tool, and it aids in the disaster recovery process as well,
she adds. “It’ also beneficial for those moments that are just
completely out of your control, like mergers. acquisitions
and uncontrolled corporate growth, either organic or inor-
ganic,” says Darin Stahl, an analyst at London, Ontario
based Info-Tech Research Group. “IT leaders without this
tool set are now charged with pulling all this information
together on short notice. That could be diminished consid-
erably in terms of turnaround time and effort for I'T guys if
they have a holistic asset management program in place.”

Source: Adapted from Bob Evans, “Global CIO Quick Takes: AstraZeneca
Saves Millions with BDNA,” InformationWeek, FehnlaryZZ 2 Rick
Swanborg, * Desktop o

tion to CorCoss” Cl0jnny April 28, 2009; and Kathleen T, “Asset Man-
agement: Do You Know What You've Got?,” CIO Canada, August 13, 2008.

WORLD ACTIV

S

1. An important metric in this area considered by compa-
nies is the Total Cost of Ownership ( TCO) of their IT
assets. Go online and research what TCO is and how it
is related to I'T asset management. How are companies
using TCO to manage their I'T investments? Prepare a
presentation to share your research with the rest of
your class.

‘What does Don Barry of IBM mean by “life-cycle” in
the context of this case? How would this life-cycle man-
agement work when it comes to I'T assets? Break into
small groups with your classmates and create a working
definition of life-cycl and how it works as
you understand it from the case.

I

Traditional case study questions promote and
provide opportunity for critical thinking and
classroom discussion.

Use Your Hands

The Real World Activities
section offers possibilities
for hands-on exploration
and learning.

XI



Chapter 2 focuses on the use of I'T as a way to
surpass your competitor’s performance.

Y

COMPETING WITH
INFORMATION TECHNOLOGY

46 @ Module 1/ Foundation Concepts

.+ dentify several basic competitive strategies and
how they use information technologies
to confront the competitive forces faced by a
business.

Fundamentals of Strategic
Advantage

. Identify several strategic uses of Internet tech-
nologies and give examples of how they can help

a business gain competitive advantages.

Technology is no longer an afierthought in forming business strategy, but the actual cause
and driver

Strategic IT

. Give examples of how business process reengi-
neering frequently involves the strategic use of
Internet technologics.

This chapter will show you that it is important to view information systems as
‘more than a set of technologies that support efficient business operations, workgron
and enterprise collaboration, or cffective business decision making. Information tech-
nology can change the way businesses compete. You should also view information
systems strategically, that is, as vital competitive networ
tional renewal, and as a necessary investment in technologics; such technologies help
a company adopt strategies and bu:
vent itself to survive and succeed in today’s dynamic business environment.
ction I of this chapter introduces fundamental competitive strategy concepts that
underlie the strategic use of information systems. Section 11 then discusses several ma-
jor strategic applications of information technology used by many companies today:
Read the Real World Case regarding how to quantify the risks (and value) of
insesting in T, We can lern ot sbout how [T eun bst be managed 10 provide
superior returns on investment from this case. See Figure 2.

*

Identify the business value of using Internet tech-
nologies to become an agile comperitor or form

a virtual company.

Explain how knowledge management systems can
help a business gain strategic advantages.

, as 2 means of organiza-

ness processes that enable it to reengineer or rein-

Competitive  In Chapter 1, we emphasised that a major ole of information systems pplictions in

business is to provide effective support of a company’ strategies for gaining competi-
Strategy tive advantage. This strategic role nrmrum.,umm tems involves using information
Concepts technology to develop products, services, and capabilties that give a company major

advantages over the competiive forces i facs nthe global marketplace

Chapter 13 discusses the issues
surrounding these topics and
the challenges I'T faces.

Chapter 13 / Security and Evbical Challenges ® 529

REAL WORLD

Texas Health Resources and Intel:
Ethics, IT, and Compliance

Y

he I staff at Texas Health Resources Inc. must de-
liver more than technical functionality: And it needs
0 dlver mare than the busioss rqircnt: [
also has o meet the orga

And when there’s any question—such as when a vendor
proposes a deep discount if Texas Health agrees to be an
early adopter of new technology—IT leaders can turn to the
ot Binesand B Counei o guidance.
“If we really want everyone to subscribe to the idea that
st Tuas Llaalsh L,

s ethical standards.

chat end, it systems must hlp ensure hat Texas

The decisions were easier 1]
ics were favorable, but the choi
ited now,” says former CIO J
consultancy JG Stevenson Assoc
you afford to do versus how m
don't get burned.” Stevenson sa
toward certain ethical goals b
whether those goals involved gr
sponsibility programs—aren’t
they haven't done that yet, it g
spend more money than we hav

FIGURE 13.1

prevent

528 @ Module V/ Management Challenges

Security, Ethical, and Societal

Challenges of IT

Introduction  Thereis no queston tht the use of information technology in busines pres Companies use the term
sccurity challenges, poses scrious cthical questions, and affeets society in si "
ways. Therefore, in this scction, we explore the threats to businesses and indi many different things. In many
a result of many types of computer crime and unethical behavior. In Section I jority, it means compliance witl
examine a varicty of methods that companies use to manage the sccurity and standards. In other organizati
of their business systems. Now let’s look at a real-world cxample. defining a set of corporate vl
Read the Real World Case on the next page. We can learn a lot from they go about business,” says K|
about the security and thical issues that result from the pervasive use of Hanson, executive dircctor
ganizations and society today: Sce Figure 13.1. Applicd Fxhiceat Santa Clara
Business/IT Security, The use of information technologies in business has had a major impact on sof ither way, CIOs have ar

Ethics, and Society

y thus raises ethical issues in the areas of crime, privacy, individuality, emp}
health, and working conditions. See Figurc 13.2
Itis important to understand that information technology has had ben
sults, as well as detrimental effcets, on society and people in each of these a
example, computerizing a manufacturing proc have the heneficial
P g conditions and | g0 Cof higher quality at lo
but it also has the adverse cffect of climinating people’s jobs. So your job as a
or businss professional should involve managing your work activities and
others to minimize the detrimental effects of business applications of infd
technology and optimize their beneficial effects. That would represent an
responsible u

e of information technology.

Source: © Punchstock.

technology can further their col
“Policy decisions at the ver]
tivity that IT experts can brin
“CIOs will know the capabilit
tribute that to corporate stratd
misuses of those capabilities a
prevent the organization from
Hanson cites a 15-year-ol
workers ata large telephone con
to develop a list of customers




and Beyond

oy ——— Go Global with IT

Saerelilt Managing Global IT

A

This text closes with Chapter 14, an
The e s e e gy in-depth look at I'T across borders.

International in a digital economy. These nwodels are structured, yet agile; global, yet local; and
Dimension they concentrate on maximizing the risk-adjusted return from both knouledge and
technology asses.

International dimensions have become a vital part of managing a business enter-
prise in the inter-networked global cconomies and markets of today. Whether you
become a manager in a large corporation o the owner of a small business, you will be
affected by international business developments and deal in some way with people,
products, or services whose origin is not your home country.

Read the Real World Case on the next page. We can learn a lot about the challeng TrSTTeRTeTTeTRApTe TS TIT
facing senior I executives who operate in a globalized world. See Figure 14.11. oping regions rarely lends itself to cookie-cutter IT. Mor
FIGURE 14.11 the importance of emerging markets today means 1T |

can’t fob off to W I
“The strategy of many corporations was basically
velop things in major markets then hand down thosd
tions to the emerging markets,” Shurts says. “Hey, this
is two years old, maybe we pass that down, t0o.”
“That's not the case at Cadbury, explains Shurts. ¢
to deliver strategies that address the specific needs of ef
ing markets. It requires some creativity and new think]
Understanding your company’s business model f
veloping markets is critical. “Will there be manufacty
Wil you distribute from this market? How will your]
force engage customers and what is their role whi
gaged?” says Ed Holmes, vice president of Global
Stiefel, an $812 million dollar skin care company, a
by GlaxoSmithKline, that operates in 28 countries.

Global IT Figure 14.12 illustrates the major dimensions of the job of managing global informa-
M tion technology that we cover in this scetion. Notice that all global T activities must
anagement  p.djusted to take into acconn\: (h: culmral political, and geocconomic challenges
that exist in the i Developing business
and IT strategies for the global marke(plac: should be the first step in global informa-
tion technology management. Once that is done, end users and IS managers can move
on to developing the portfolio of business applications needed to support business/IT
strategies; the hardware, software, and Internet-based technology platforms to sup-
port those applications; the data resource management methods to provide necessary
databases; and finally the systems development projects that will produce the global
information systems required.

Global Teams: s | We scem to have reached a point where virtually every CIO is a global CIO—a

Still a Small World | lead sphere pans continents. The global CIO's
most common challenge, according to CIO Executive Council members, is manag- You may end up providing technology and service
ing global virtual teams. In an ideal world, HR policies across the global IT team Emerging economies are increasingly demanding— lar to those you supply in established markets, Holmeg

® should be consistent, fuir, and responsive. Titles and reporting structures (if not e e 2 T A gy e p———
R o zed) ) to ensure that your solution will fit the market botl
The council’s European members, representing Royal Dutch Shell, Galderma, e el Ty

Olympus, and others, commissioned a globalization playbook that collects and codi-
fies best practices in this and other globalization challenges.

Obtain local HR expertise. Companies must have a local HR person in each
country to deal with local laws. “Hiring, firing, and training obligations must be
‘managed very differently in each location, and you need someone with local exper-
tise on the laws and processes,” says Michael Pilkington, former chief information
officer of Buroclear, the Brussels-based provider of domestic and eross-border settle-

| R —— Expand Your Knowledge

job evaluation methodology that organizes job types into vertical categories, such as
‘managing people/process, product development, business support, and project man-

e Blue boxes in each chapter provide
e ue b
brief, in-depth examples of how
corporations apply IS concepts and

theories.

e —

Risk Assessment CIOs are frequently asked, “What are our IT risks?” Unfortunately, thfs question is
and Mitigation t00 generic because there are multiple kinds of risk. Before starting anf risk assess-
ment, IT needs to understand both the concern prompting the requeft and which
risks need to be assessed. Moreover, everyone needs to understand that nearly all
risks that affect an I'T organization affect the entire business. Risks fall jhto four cat-
egories that require different mitigation tools:

Business ions risk. An i Lhe risks inJolved in ad-
dressing or ignoring a particular itive threat. i itive threats
helps the company decide whether to invest the resources necessary td combat the
threat. Dq iate responses to it d:rcm from nontradi-
tional sources can be parti difficult. The i tpol is a good

business case that evaluates all associated risks. For new business ofjportunities,
a thorough risk assessment may be as important to success as accurfte financial
projections.

risk. For approved or existing programs, management conicerns focus.
on whether the pro; or will be d on time, within budget, and with |

Smetioel IR s R lee eicabusiness case for a transit agency, buc when it Bristow Hlelicopters: | When Bristow Helicopters Ltd. started losing market share in the 19905, ekecutives

Transport de came to servers, Canada’s Société de Transport de Montréal (STM) drew the line. Er s B e e 19005,
P! Mike Stefanakis, senior systems engineer at STM, says that the main reason he Technology- B e LIRSS S8 oS e Recht, g and-based fompany.
o fomooth 2 ‘We needed to change facilities and maintenance processes, improve the efficiencies
i surted lookmg at vm:unhzanon r.echnology was to prevent server sprawl. He wanted Supported SWOT, of the staff, improve the interface between sales and clients,” says John [Cloggie,
Ride after a for pment servers at the agency, which provides and Much More technical director at the European business unit of Houston-based Bristgly Group

Bumpy Start more than 360 million bus and metro rides each year. Inc., which provides helicopter services to the oil and gas industry.
“We crunched the numbers and realized that our growth was going to cause a Akey goal of this reengineering effort was to cut several million dollars|from the
few problems in the near future,” he says. If things kept going as they had, the agency operating budget of Bristow Helicopters. The company managed the project using
s kept going 2 erating budget " y m

would need an additional 20 to 30 servers each year, on top of its existing base of 180 MindGenius, “mind-mapping” software from East Kilbride, Scotland-based Gael

e N Y e e v soin o be ncedod to fecd the Led. The product enabled it to conduct a SWOT analysis (an assessmint of its
B e i clicucs” Stcfanskis says, strengths, weaknesses, opportunitis, and threats), carve out various procefs reengi-
But even though staffers were convinced of virtualization's benefits pretty early on B el Lok R it dbpropriste groups. Bach team thenlrook the
the ageney’ end users didn't necessarily feel the same way. Several factors contributed e st 18 o subcategores, ks, and fleadlines
[hg"‘.“c.”. i 5 % ey for its designated work segment. Since beginning the project in 2004, says| Cloggie,
to the initial resistance. For starters, there was a fear of the unknown. There were Sl oMette o o s operacing budget.
“Mind mapping, of course, didn’ dircely create our $6 million savings,put it did
allow us to control the project while it was being delivered,” he says. “The speed

T with which you can map processes and capture knowledge is a huge return,
—TExamples | e T =
main ahead of ition by conti i ing. Examples: A and

E*TRADE.

Channel T e T emhe e & chiannel to acocd: custorers,
— make sales, and ulfill orders direetly. This model supplements, rather dfan replaces,
e St acLe s clrancls, Eraraple: Gisco and Dell
Transaction intermediary. Use the Internet to process purchases. [ his transac-
B S e e o= i scarcliing, cowparing, s{lccting, and
N paying online. Examples: Microsoft Expedia and eBay. 1
x p a n O u r O rZ O n S B oot o redes the seasch cost Offcr Y customer a
unified process for collecting information necessary to make alarge purchase. Exam-
IV oriand At -By-Tel.
Gl b . . d . 1 . Self-service innovator. Use the Internet to provide a comprehensive site of
t h services that the customer's mployees can use dircely. Sel-service affords employees
obe 1cons 1ndicate examples wi gy b o e sfor
. . Supply chain innovator. Use the Inteme( to streamline the interactions among
an international focus so that your L e
B g Micro:
Channel mastery. Use the Tnternet a5 a sales and service channel. This model

knowledge makes you truly worldly. s s i e e o e el

Example: Charles Schwab.
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The Tenth Edition includes significant changes to the Ninth Edition’s content that
update and improve its coverage, many of them suggested by an extensive faculty re-
view process. Highlights of key changes for this edition include the following:

Real World Cases provide current, relevant, and in-depth examples of IS theory
applications. A combination of Case Study Questions and Real World Activities allows
you to engage students on a variety of levels.

More new Real World Cases: More than two-thirds of the cases are new to the
Tenth Edition. These up-to-date cases provide students with in-depth business
examples of the successes and challenges that companies are experiencing in
implementing the information technology concepts covered in each chapter.
Chapter 1: Foundations of Information Systems in Business provides an expanded
discussion of IS careers and the job market outlook.

Chapter 2: Competing with Information Technology has added coverage of the strate-
gic uses of IS/I'T.

Chapter 3: Computer Hardware provides an expanded history of computing section
and updated coverage of the iPhone.

Chapter 4: Computer Software includes two brand-new sections that cover cloud
computing and application virtualization. It also includes added coverage of
Windows Server 2008 and an updated Java discussion to reflect the most recent
version, Java EE 5.

Chapter 5: Data Resource Management expands the discussions of Facebook, YouTube,
and strategic data management.

Chapter 6: Telecommunications and Nerworks updates the discussions of Internet2, the
number of Internet users, and metropolitan area networks.

Chapter 7: e-Business Systerns includes a new discussion on the relationship between
SCM, CRM, and ERP with regard to supporting corporate strategy. There is also
an expanded discussion of SCM as a top strategic objective of modern enterprises
and a new discussion of the use of digital billboards in targeted marketing.

Chapter 9: e-Cormmerce Systems provides a new section and discussion of search
engine optimization, new data relating to top retail web sites and online sales
volume, and increased coverage and discussion of e-commerce success factors.
Chapter 10: Decision Support Systems includes an additional discussion with regard
to the strategic value of business intelligence activities in the modern organization.
Chapter 11: Developing Business/I'T Strategies has added coverage of system imple-
mentation challenges, user resistance, end-user development, and logical versus
physical models.

Chapter 12: Developing Business/I'T Solutions has increased coverage of system
implementation challenges, user resistance, and end-user development.

Chapter 13: Security and Ethical Challenges includes a new section on cyberterrorism.
Additionally, it provides updated coverage of software piracy economic impacts,
increased coverage of HIPAA, and a significant increase in discussion of current
state of cyber law.

Chapter 14: Enterprise and Global Management of Information Technology provides
expanded in-depth coverage of COBIT and I'T governance structures in organiza-
tions, as well as an added section on trends in outsourcing and offshoring.



Student Support

Summary

®  Ethical and Societal Dimensions. The vital role of

information technologies and systems in society raises
serious ethical and societal issues in terms of their im-
individuali ndition:

privacy, health, and computer crime, as illustrated in

Figure 13.2.

Employment issues include the loss of jobs—a result
b ;

of of work—versus

pact on working
the jobs created to supply and support new information o Ethical Responsibility in Business. Business and IT
technologies and the business applications they make activitics involve many ethical considerations. Basic
possible. The impact on working conditions involves principles of technology and business ethics can serve as
the issucs of computer monitoring of employees and guidelines for business professionals when dealing with
the quality of the working conditions of the jobs that ethical business issucs that may arise in the widespread
use information technologies heavily. The effect of IT use of information technology in business and society:
on individuality addresses the issucs of the depersonali- Examples include theorics of corporate social responsi-
zation, regimentation, and inflexibility of some compu- bility, which outline the ethical responsibility of man-
terized business systems. agement and employees to a company’s stockholders,

* heavy use of computer and society, and the four principles of
for long periods raises issues about and may cause technology ethics summarized in Figure 13 4.
work-related health disorders. The use of IT to ac- o Security e of the most important

These are the key terms and coneepts of this chaper. The page number of teir first explanation isin parentheses.

agement of a company s to
ality of its I T-enabled business

fement tools and policies can
ity, and safety of the informa-

1. Antivirus software (564) 12. Distributed denial of service 21. Tntellectual property s of a company and thus mini-
2. Audit wail (570) (DDOS) (561) lecurity losses in its business
3. Backup fles (565) 13. Encryption (559) 22, Optin/Opt-out (46) foned in the chapter include the
4. Biometric security (566) 14. Ergonomics (553) 23. Passwords (565) idential business dayn, firewalls,
5. Business cthics (528) 15. Ethical 24. i frus soft‘ware, security Fodcs,
6. C i 16. Fault tolerant (567) 25. Societal solutions (553) itors, biometric security meas-
omputer crime (534)
7. Computer matching (548) 17. Firewall (560) 26. Software piracy (540) tfolfs, fault-tolerant SYS(ems:]s
. s, information system controls,

8. Computer monitoring (551) 18. Flaming (550) 27. Spamming (550) ety syst
9. Computer virus (542) 19. Hacking (535) 28, Spyware/Adware (544)
10. Cyber law (550) 20. Tnformation system 20, System security monitor (566)

controls (569) 30. Unauthorized use (538)

11, Disaster recovery (569)

—_— ——

Match one of the key terms and concepts listed pr one of the bri Try o find

the best fit for the answers that seem to fit more than one term or concept. Defend your choices

3. Software that can control access and use of a com-
puter system.

4 A computer system can continue 1o operate even
after a major system falure i it has this capability.

—

— 1. Ensuring the accuracy, integrity and safety of
business/IT activities and resources

2. Control touals, error signals, backup files, and
security codes are examples.

tior

cu on Qu

1. What can be done to improve the sceurity of business
uses of the Internet? Give several examples of security
measures and technologies you would use.

2. What potential security problems do you sce in the
inereasing use of intranets and extranets in business?
What might be done to solve such problems? Give
several examples.

3. Refer to the real-world example about copying CDs
and music downloading in the chapter. Is copying music
CDs an ethical practice? How about Internet music
downloading? Explain.

4. What are your major concerns about computer crime
and privacy on the Internet? What can you do about it?

by it. What does it take for a company to take this next
step? What is the role of I'T"in that scenario?

7. I there an ethical erisis in business today? What role
does information technology play in uncthical business
practices?

o

. What are several business decisions that you will have
t0 make as a manager that have both ethical and I'T
dimensions? Give examples to illustrate your answer.

9. Refer to the Real World Case on endpoint seeurity in

the chapter. How do companics strike a balance be-

tween providing users with access to the information
they need in the form that is most useful to them,
while at the same time enforcing adequate security?

Exphin.
5. What s disaster recovery? How could it be imple-

What issues should organizations consider when
making this decision?

mented at your school or work? 10. What would be examples of one positive and one nega-
6. Refer to the Real World Case on TT and ethics in the tive effect of the use of information technologies in cach
chapter, Most orall companies have an echics and com- of the ethical and societal dimensions illustrated in
pliance program of some sort, but not all of them “live” Figure 13.2? Explain several of your choices.
Analy Exe
1. Problems with Passwords © Users may give aay their passwords over the

phone (social engincering) or via e-mail (phishing,
a type of social engineering) to individuals

Authentication
Network and application managers need to know who is
accessing their systems to determine appropriate access
levels. Typically, they require that users create sceret
passwords. A secret password, known only to the user,
allows an administrator to feel confident that a user is
who the user says he o she is. Systems administrators
cven have th d h

of passwords. For example, they may set a minimum
length and require that a password include numbers,
symbols, or mixed letter case. They may also require

themselves as a system

Perhaps you have already received e-mails

purportedly from a financial institution claiming

identity or account difficultics and asking you to

“reconfirm” your account information on their
hentic-looking Web site.

As you can see, using passwords to identify a person
s fraught with problems. Here are some alternatives to
. Lok uj ntication o iged

Each chapter contains complete pedagogical support in the form of:

® Summary. Revisiting key chapter concepts in a bullet-point summary.

e Key Terms and Concepts. Using page numbers to reference where terms are
discussed in the text.

® Review Quiz. Providing a self-assessment for your students. Great for review
before an important exam.

¢ Discussion Questions. Whether assigned as homework or used for in-class
discussion, these complex questions will help your students develop critical
thinking skills.

® Analysis Exercises. Each innovative scenario presents a business problem and
asks students to use and test their IS knowledge through analytical, Web-based,
spreadsheet, and/or database skills.

¢ Closing Case Studies. Reinforcing important concepts with prominent examples

from businesses and organizations. Discussion questions follow each case study.
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Available to adopting faculty, the Online Learning Center provides one convenient
place to access the Instructor’s Manual, PowerPoint slides, and videos.

Instructor’s Manual (IM)
"To help ease your teaching burden, each chapter is supported by solutions to Real
World Case questions, Discussion Questions, and Analysis Exercises.

Test Bank

Choose from more than 1,200 true/false, multiple-choice, and fill-in-the-blank questions
of varying levels of difficulty. Complete answers are provided for all test questions.
By using the EZ Test Computerized Test Bank, instructors can design, save, and
generate custom tests. EZ Test also enables instructors to edit, add, or delete questions
from the test bank; analyze test results; and organize a database of tests and student
results.

PowerPoint Slides

A set of visually stimulating PowerPoint slides accompanies each chapter, providing a
lecture outline and key figures and tables from the text. Slides can be edited to fit the
needs of your course.

Videos
Videos will be downloadable from the instructor side of the OLC.

Developed by Richard Perle of Loyola Marymount University, these 14 cases allow
you to add MBA-level analysis to your course. See your McGraw-Hill Irwin sales
representative for more information.

Content for the Tenth Edition is available in WebCTT, Blackboard, and PageOut for-
mats to accommodate virtually any online delivery platform.



Online Learning Center

Visit www.mhhe.com/obrien for additional instructor and student resources.

Use our EZ Test Online to help your
students prepare to succeed with Apple
iPod® iQuiz.
Using our EZ Test Online, you can make test and quiz content available for a student’s
Apple iPod®.

Students must purchase the iQuiz game application from Apple for 99¢ in order to
use the iQuiz content. It works on fifth-generation iPods and better.

Instructors only need EZ Test Online to produce iQuiz-ready content. Instructors

take their existing tests and quizzes and export them to a file that can then be made
available to the student to take as a self-quiz on their iPods. It’s as simple as that.
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"This student supplement provides animated tutorials and simulated practice of the
core skills in Microsoft Office 2007 Excel, Access, and PowerPoint, as well as anima-
tion of 47 important computer concepts.

With MISource’s three-pronged Teach Me-Show Me-Let Me Try approach,
students of all learning styles can quickly master core MS Office skills—leaving you
more classroom time to cover more important and more complex topics.

For those students who need it, MISource for Office 2007 is delivered online at
www.mhhe.com/misource.
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Students do the clicking with
Let Me Try, as they complete
the previously demonstrated
task.

Watch.

Show Me illustrates the skill
step by step, click by click,
with accompanying narration
to strengthen the learning
process.
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Assurance of Learning Ready

Many educational institutions today are focused on the notion of assurance of learn-
ing, an important element of some accreditation standards. Management Information
Systems is designed specifically to support your assurance of learning initiatives with a
simple, yet powerful, solution.

Each test bank question for Management Information Systems maps to a specific
chapter learning outcome/objective listed in the text. You can use our test bank soft-
ware, EZ Test, to query about learning outcomes/objectives that directly relate to the
learning objectives for your course. You can then use the reporting features of EZ Test
to aggregate student results in similar fashion, making the collection and presentation
of assurance of learning data simple and easy.



AACSB Statement

McGraw-Hill Companies is a proud corporate member of AACSB International.
Recognizing the importance and value of AACSB accreditation, the authors of
Management Information Systems 10e have sought to recognize the curricula guidelines
detailed in AACSB standards for business accreditation by connecting selected ques-
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hy study information systems? Why do businesses need information

technology? What do you need to know about the use and manage-

ment of information technologies in business? The introductory
chapters of Module I are designed to answer these fundamental questions about
the role of information systems in business.

¢ Chapter 1: Foundations of Information Systems in Business presents an
overview of the five basic areas of information systems knowledge needed by
business professionals, including the conceptual system components and major
types of information systems. In addition, trends in information systems and an
overview of the managerial challenges associated with information systems are
presented.

® Chapter 2: Competing with Information Technology introduces fundamental
concepts of competitive advantage through information technology and illus-
trates major strategic applications of information systems.

Completing these chapters will prepare you to move on to study chapters
on information technologies (Module II), business applications (Module III),
systems development processes (Module IV), and the management challenges
of information systems (Module V).
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FOUNDATIONS OF INFORMATION

SYSTEMS IN BUSINESS

Section I
Foundation Concepts: Information Systems
in Business

The Real World of Information Systems

Real World Case: eCourier, Cablecom, and Bryan Cave:

Delivering Value Through Business Intelligence
The Fundamental Roles of IS in Business

Trends in Information Systems

The Role of e-Business in Business

Types of Information Systems

Managerial Challenges of Information Technology
Section II

Foundation Concepts: The Components of
Information Systems

System Concepts: A Foundation

Real World Case: The New York Times and Boston
Scientific: Two Different Ways of Innovating with
Information Technology

Components of Information Systems
Information System Resources

Information System Activities

Recognizing Information Systems

Real World Case: Sew What? Inc.: The Role of

Information Technology in Small Business Success

Real World Case: JetBlue and the Veterans
Administration: The Critical Importance of I'T Processes

Understand the concept of a system and how it
relates to information systems.

Explain why knowledge of information systems is
important for business professionals, and identify
five areas of information systems knowledge that
they need.

Give examples to illustrate how the business
applications of information systems can support
a firm’s business processes, managerial decision
making, and strategies for competitive advantage.

Provide examples of several major types of infor-
mation systems from your experiences with busi-
ness organizations in the real world.

Identify several challenges that a business man-
ager might face in managing the successful and
ethical development and use of information tech-
nology in a business.

Provide examples of the components of real world
information systems. Illustrate that in an informa-
tion system, people use hardware, software, data,
and networks as resources to perform input, pro-
cessing, output, storage, and control activities that
transform data resources into information products.

Demonstrate familiarity with the myriad of career
opportunities in information systems.
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The Real
World of
Information
Systems

What Is an

Information System?

Foundation Concepts:
Information Systems in Business

The question of why we need to study information systems and information technology
has evolved into a moot issue. Information systems have become as integrated into our
daily business activities as accounting, finance, operations management, marketing, hu-
man resource management, or any other major business function. Information systems
and technologies are vital components of successful businesses and organizations—some
would say they are business imperatives. They thus constitute an essential field of study
in business administration and management, which is why most business majors include
a course in information systems. Since you probably intend to be a manager, entrepre-
neur, or business professional, it is just as important to have a basic understanding of
information systems as it is to understand any other functional area in business.

Information technologies, including Internet-based information systems, are play-
ing vital and expanding roles in business. Information technology can help all kinds of
businesses improve the efficiency and effectiveness of their business processes, mana-
gerial decision making, and workgroup collaboration, which strengthens their com-
petitive positions in rapidly changing marketplaces. This benefit occurs irrespective of
whether the information technology is used to support product development teams,
customer support processes, e-commerce transactions, or any other business activity.
Information technologies and systems are, quite simply, an essential ingredient for
business success in today’s dynamic global environment.

Let’s take a moment to bring the real world into our discussion of the importance of
information systems (IS) and information technology (IT). See Figure 1.1, and read
the Real World Case about using information technology to better understand and
satisfy customer needs.

If we are to understand information systems and their functions, we first need to
be clear on the concept of a system. In its simplest form, a system is a set of interre-
lated components, with a clearly defined boundary, working together to achieve a
common set of objectives. Using this definition, it becomes easy to see that virtually
everything you can think of is a system, and one system can be made up of other sys-
tems or be part of a bigger system. We will expand on this concept later in the next
section, but for now, this definition gives us a good foundation for understanding the
focus of this textbook: information systems.

We begin with a simple definition that we can expand upon later in the chapter. An
information system (IS) can be any organized combination of people, hardware, soft-
ware, communications networks, data resources, and policies and procedures that
stores, retrieves, transforms, and disseminates information in an organization. People
rely on modern information systems to communicate with one another using a variety
of physical devices (hardware), information processing instructions and procedures
(software), communications channels (zerworks), and stored data (data resources). Al-
though today’s information systems are typically thought of as having something to do
with computers, we have been using information systems since the dawn of civiliza-
tion. Even today we make regular use of information systems that have nothing to do
with a computer. Consider some of the following examples of information systems:

® Smoke signals for communication were used as early as recorded history and
can account for the human discovery of fire. The pattern of smoke transmitted
valuable information to others who were too far to see or hear the sender.

¢ Card catalogs in a library are designed to store data about the books in an orga-
nized manner that allows readers to locate a particular book by its title, author
name, subject, or a variety of other approaches.
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REAL WORLD

isitors to the eCourier Web site are greeted with

the words “How happy are you? Take the eCourier

happy test today!” Those words and the playful
purple Web site represent the company’s customer satisfac-
tion focus. And the company achieves that happiness
through its focus on operational business intelligence.

Business intelligence is moving out of the ivory tower of
specialized analysts and is being brought to the front lines.
In the case of eCourier, whose couriers carry 2,000 packages
around London each day, operational business intelligence
allows the company to keep real-time tabs on customer sat-
isfaction. “This is a crucial differentiator in London’s com-
petitive same-day courier market, where clients are far more
likely to take their business elsewhere than they are to report
a problem to their current courier,” says the company’s chief
technology officer and cofounder Jay Bregman.

Just one online directory, London Online, shows about 350
listings for courier services.

Before implementing operational business intelligence,
eCourier sought to define I'T as a crucial differentiator.
Cofounders Tom Allason, eCourier’s CEO, and Bregman
ditched the idea of phone dispatchers and instead gave their
couriers GPS-enabled handhelds so that couriers can be
tracked and orders can be communicated electronically. They
also focused on making online booking easy and rewarding,
and much was invested in user-friendly applications: Cus-
tomers can track online exactly where their courier is, elimi-
nating the package delivery guesswork.

Today, 95 percent of deliveries are booked online;
this means that eCourier needs a much smaller staff for mon-
itoring, tracking, and placing orders, which in turn makes
the company more scalable. Bregman says this is notable in

FIGURE 1.1
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Source: © Digital Vision/Alamy.
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eCourier, Cablecom, and Bryan Cave:
Delivering Value through Business
Intelligence

a market where many courier companies use telephone dis-
patchers and guesswork about package whereabouts. Book-
ing and tracking automation—although innovative—did not
complete the customer happiness puzzle. Without leading-
edge business intelligence, account managers could miss
the same issues that plagued other courier services—late
deliveries, surly couriers, or even an unnoticed ramp-up in
deliveries. “We’re only one delivery away from someone
deciding to use a different delivery firm,” says Bregman.

So eCourier started to use software from a company called
SeeWhy to try to generate customer data more quickly.
“What’s unique about SeeWhy,” says Bregman, “is its ability to
report what’s happening with customers instantly.” When a
new booking enters eCourier’s database, the information is du-
plicated and saved into a repository within SeeWhy. The soft-
ware then interprets the data by comparing it with previous
information and trends, and if it notices an anomaly, it takes
action. If a customer typically places an eCourier order every
Thursday morning between 9:30 and 10:00 and there’s been
no contact during that time, eCourier’s CRM team will receive
an alert shortly after 10:00 that includes the client’s history and
the number of bookings it typically places in a day. Bregman
says there’s a fair amount of fine-tuning to get the metrics right.
For example, the company had to tweak the system to recognize
expected shifts in activity so that it doesn’t send a slew of alerts
once the after-Christmas drop in business occurs. Getting that
perfect balance of when to send alerts and how best to opti-
mize the system is an ongoing process, he says.

The SeeWhy software is designed to establish a “normal”
client booking pattern from the first use, which is deepened
with each subsequent booking. A sharp drop-off in bookings,
an increase in bookings, or a change in dormant account ac-
tivity generates an alert that is sent to that client’s account
manager; the manager uses the opportunity to problem-solve
or, in the case of increased activity, upsell to overnight or in-
ternational services. “These capabilities have provided a big
payoff,” says Bregman. He also believes the system saves his
company the expense of having to hire people to monitor
“who’s happy and who’s not—we’re able to do a lot more on
our customer team with a lot less.”

Other approaches to judging customer dissatisfaction
exist. Cablecom, a Swiss telecom company, used SPSS’s
statistical software to mine customer data, primarily from
trouble tickets—such as the average duration of a ticket, or
how many tickets had been opened for a customer over a
specific time period—to build a model that could flag when
a customer was at a high risk of leaving. “But the model
proved to be only about 70 percent accurate,” says Federico
Cesconli, director of customer insight and retention.

So Cesconi used SPSS’s Dimensions survey research
software to create an online customer survey, and from that
he was able to determine that customer dissatisfaction usu-
ally begins around the ninth month of service, with the bulk
of the customer losses occurring between months 12 and 14.
Cesconi then created another survey that he now offers to
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customers in the seventh month of service, which includes an
area where they can type in specific complaints and problems.
“Cablecom calls customers within 24 hours of completing
the survey,” says Cesconi. “The two approaches together
provide the best view of customers ready to bolt, and the
best chance at retaining them.”

In 2002, global law firm Bryan Cave faced the million-
dollar question: How do you make the most money with
your resources while simultaneously delivering the highest
customer value? The problem was pressing. Clients of the
firm, which now has 800 lawyers in 15 offices worldwide,
were demanding alternatives to the traditional hourly fee
structure. They wanted new models, such as fixed pricing
and pricing that was adjusted during a project.

But making money from these new billing strategies
required the complicated balance of staffing and pricing.

Projects weighted too heavily with a law partner’s time
would be expensive (for the law firm) and not optimized for
profit. Devoting too little of a partner’s time would leave cli-
ents feeling undervalued. Optimizing profit and perceived
value had to be achieved by spreading partners’ time through-
out a number of cases and balancing the remaining resources
needed for a case with the less-expensive fees of associates
and paralegals. “Clients are most likely to stay with you if you
deliver just the right mix,” says Bryan Cave’s CIO John Alber.

The law firm’s traditional method of analyzing collected
fees and profit used a spreadsheet that was complicated and
took too long. “Spreadsheets provide a level of detail that can
be valuable for analysts,” says Alber, “but the information in a
spreadsheet can be confusing and difficult to work with.” Alber
says he decided it was better to build an easy-to-understand in-
terface using business intelligence tools. Although the company
will not release specific figures, both profitability and hours lev-
eraged—the hours worked by equity partners and all other fee
earners at the firm—have increased substantially since the com-
pany implemented its first BI tool in 2004, according to Alber.

The tools also allow lawyers to track budgets in real time
so that they can make adjustments quickly. The BI tools

1. How do information technologies contribute to the busi-
ness success of the companies depicted in the case? Pro-
vide an example from each company explaining how the
technology implemented led to improved performance.

2. In the case of law firm Bryan Cave discussed above, the
use of BI technology to improve the availability, access,
and presentation of existing information allowed them to
provide tailored and innovative services to their custom-
ers. What other professions could benefit from a similar
use of these technologies, and how? Develop two differ-
ent possibilities.

3. Cablecom developed a prediction model to better identify
those customers at risk of switching to other company in
the near future. In addition to those noted in the case,
what other actions could be taken if that information
were available? Give some examples of these. Would you
consider letting some customers leave anyway? Why?

even provide a diversity dashboard, which tracks the hourly
mix of women and minorities working on the firm’s cases, a
feature the company will license to Redwood Analytics for
sale to other law firms. The firm developed this diversity
tool to bring transparency to the diversity reporting process
required by many clients. In other words, the tools provide
Bryan Cave with a method of customizing its fees and help-
ing clients better understand what they get for their money.

As an illustration, Alber points to the customized pricing
one lawyer gave to his real estate client. “Developers think in
terms of square feet,” says Alber, “and this client couldn’t un-
derstand why legal fees for a 400,000-square-foot building
might be the same as for a 4,000-square-foot building, though
it required the same amount of the lawyer’s time.” So the law-
yer used the pricing and staffing modeling tools and historical
analysis tools to determine whether it made sense for the law
firm to charge clients based on the size of their projects.

He found that while there was risk of underpricing large
buildings, the deal volume in small buildings offset that risk for
the law firm. The result made per-square-foot pricing possible.

“It may be possible that someone with enough willpower
or manpower could do that using traditional analysis,” says
Alber, “but this lawyer had the information right at his fin-
gertips.” Business intelligence enables “us to be in touch
with clients and shift things around in response to what cus-
tomers are asking,” says Alber. Adopting new and improved
project management, pricing, and customer service capabili-
ties required planning, appropriate pacing, and user buy-in.

“In today’s environment, you can’t do value innovation
without being in touch with the economics of your business,
without really understanding where you make money and
where you don’t, and that’s what business intelligence tools
do,” says Alber. “Our goal,” he says, “is to build the best long-
term relationships in the world.”

Source: Adapted from Diann Daniel, “Delivering Customer Happiness
Through Operational Business Intelligence,” CIO Magazine, December 6,
2007; Diann Daniel, “How a Global Law Firm Used Business Intelligence to

Fix Customer Billing Woes,” CIO Magazine, January 8, 2008; and Mary Weier,
“Dear Customer: Please Don’t Leave,” InformationWeek, June 18, 2007.

—*

1. Use the Internet to research the latest offerings in
business intelligence technologies and their uses by
companies. What differences can you find with those
reviewed in the case? Prepare a report to summarize
your findings and highlight new and innovative uses of
these technologies.

2. Why do some companies in a given industry, like
eCourier above, adopt and deploy innovative technol-
ogies while others in the same line of business do not?
Break into small groups with your classmates to dis-
cuss what characteristics of companies could influence
their decision to innovate with the use of information
technologies.
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Your book bag, day planner, notebooks, and file folders are all part of an in-
formation system designed to help you organize the inputs provided to you via
handouts, lectures, presentations, and discussions. They also help you process
these inputs into useful outputs: homework and good exam grades.

The cash register at your favorite fast-food restaurant is part of a large infor-
mation system that tracks the products sold, the time of a sale, inventory levels,
and the amount of money in the cash drawer; it also contributes to the analysis
of product sales in any combination of locations anywhere in the world.

A paper-based accounting ledger as used before the advent of computer-based
accounting systems is an iconic example of an information system. Businesses
used this type of system for centuries to record the daily transactions and to keep
a record of the balances in their various business and customer accounts.

Figure 1.2 illustrates a useful conceptual framework that organizes the knowledge

presented in this text and outlines areas of knowledge you need about information
systems. It emphasizes that you should concentrate your efforts in the following five
areas of IS knowledge:

FIGURE 1.2

A framework that outlines
the major areas of
information systems
knowledge needed by

business professionals.

Foundation Concepts. Fundamental behavioral, technical, business, and mana-
gerial concepts about the components and roles of information systems. Exam-
ples include basic information system concepts derived from general systems
theory or competitive strategy concepts used to develop business applications of
information technology for competitive advantage. Chapters 1 and 2 and other
chapters of the text support this area of IS knowledge.

Information Technologies. Major concepts, developments, and management issues
in information technology—that is, hardware, software, networks, data management,
and many Internet-based technologies. Chapters 3 and 4 provide an overview of
computer hardware and software technologies, and Chapters 5 and 6 cover key data
resource management and telecommunications network technologies for business.

Business Applications. The major uses of information systems for the operations,
management, and competitive advantage of a business. Chapters 7 and 8 cover
applications of information technology in functional areas of business such as
marketing, manufacturing, and accounting. Chapter 9 focuses on e-business ap-
plications that most companies use to buy and sell products on the Internet, and
Chapter 10 covers the use of information systems and technologies to support
decision making in business.

Development Processes. How business professionals and information specialists
plan, develop, and implement information systems to meet business opportunities.
Several developmental methodologies are explored in Chapters 11 and 12, including

Information
Technologies

Business
Applications

Information
Systems
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FIGURE 1.3
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the systems development life cycle and prototyping approaches to business appli-
cation development.

e Management Challenges. The challenges of effectively and ethically managing
information technology at the end-user, enterprise, and global levels of a busi-
ness. Thus, Chapter 13 focuses on security challenges and security management
issues in the use of information technology, while Chapter 14 covers some of the
key methods business managers can use to manage the information systems func-
tion in a company with global business operations.

Although there are a seemingly endless number of software applications, there are
three fundamental reasons for all business applications of information technology.
They are found in the three vital roles that information systems can perform for a
business enterprise:

® Support of business processes and operations.
® Support of decision making by employees and managers.
e Support of strategies for competitive advantage.

Figure 1.3 illustrates how the fundamental roles interact in a typical organization.
At any moment, information systems designed to support business processes and op-
erations may also be providing data to, or accepting data from, systems focused on
business decision making or achieving competitive advantage. The same is true for the
other two fundamental roles of IS. Today’s organizations are constantly striving to
achieve integration of their systems to allow information to flow freely through them,
which adds even greater flexibility and business support than any of the individual
system roles could provide.

Let’s look at a typical retail store as a good example of how these roles of IS in
business can be implemented.

Support of Business Processes and Operations. As a consumer, you regularly encoun-
ter information systems that support the business processes and operations at the
many retail stores where you shop. For example, most retail stores now use
computer-based information systems to help their employees record customer
purchases, keep track of inventory, pay employees, buy new merchandise, and
evaluate sales trends. Store operations would grind to a halt without the support of
such information systems.

Support of Business Decision Making. Information systems also help store man-
agers and other business professionals make better decisions. For example, decisions
about what lines of merchandise need to be added or discontinued and what kind
of investments they require are typically made after an analysis provided by
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computer-based information systems. This function not only supports the decision
making of store managers, buyers, and others, but also helps them look for ways to
gain an advantage over other retailers in the competition for customers.

Support of Strategies for Competitive Advantage. Gaining a strategic advantage
over competitors requires the innovative application of information technologies.
For example, store management might make a decision to install touch-screen kiosks
in all stores, with links to the e-commerce Web site for online shopping. This offer-
ing might attract new customers and build customer loyalty because of the ease of
shopping and buying merchandise provided by such information systems. Thus,
strategic information systems can help provide products and services that give a busi-
ness a comparative advantage over its competitors.

Given dramatic fluctuations in gas prices, it’s no surprise that companies want to find
ways to rein in transportation costs. One company finding success in that endeavor is
Welch’s, a well-known purveyor of food and packaged consumer goods. The com-
pany is tapping the power of business intelligence for better insight into its supply-
chain operations, which in turn can help keep transportation expenses lower. Welch’s,
the $654 million manufacturer known for its jams, jellies, and juices, recently in-
stalled an on-demand BI application from Oco.

One way Welch’s is leveraging the Oco BI application is to ensure that truckloads
delivered by its carriers go out full.

The idea is that customers are already paying for the full truck when it delivers
goods, even if it’s only halfway or three-quarters loaded. With the BI system, Welch’s
can tell if a buyer’s shipment is coming up short of full capacity and help them figure
out what else they can order to max it out, thus saving on future shipping costs.

“Welch’s can go to the customer and say, ‘You’re only ordering this much. Why
not round out the load with other things you need? It will be a lot cheaper for you,””
says Bill Copacino, president and CEO of Oco. “If you’re able to put 4,000 more
pounds on the 36,000-pound shipment, you’re getting a 10 percent discount on
transportation costs,” he adds.

“We'’re essentially capturing every element—from the customer orders we re-
ceive, to bills of lading on every shipment we make, as well as every data element on
every freight bill we pay,” says Bill Coyne, director of purchasing and logistics for
Welch’s. “We dump them all into one data warehouse [maintained by Oco], and we
can mix-and-match and slice-and-dice any way we want.” Coyne says that Welch’s
tries to ship its products five days a week out of its distribution center. “But we found
ourselves just totally overwhelmed on Fridays,” he says. “We would complain, ‘How
come there are so many orders on Friday?””

Now, the new system helps Welch’s balance its daily deliveries so that it uses about
the same number of trucks, rather than hiring seven trucks on a Monday, five on a
Tuesday, eight on a Wednesday, and so forth.

The company reaps transportation savings by using a stable number of trucks
daily—“as capacity is not jumping all over the place,” Copacino says.

“We are gaining greater visibility into cost-savings opportunities, which is espe-
cially important in light of rising fuel and transportation costs,” says Coyne. Welch’s
spends more than $50 million each year on transportation expenses, and the
Oco BI application and reporting features have become critical in a very short pe-
riod of time. “We literally can’t go any amount of time without knowing this stuff,”
Coyne says.

Source: Adapted from Ted Samson, “Welch’s Leverages BI to Reduce Transport Costs,” InfolWorld, October 16, 2008;
and Thomas Wailgum, “Business Intelligence and On-Demand: The Perfect Marriage?” CIO Magazine, March 27, 2008.
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Trends in
Information
Systems

FIGURE 1.4

The expanding roles of the
business applications of
information systems. Note
how the roles of computer-
based information systems
have expanded over time.
Also, note the impact of
these changes on the end
users and managers of an
organization.

The business applications of information systems have expanded significantly over the
years. Figure 1.4 summarizes these changes.

Until the 1960s, the role of most information systems was simple: transaction
processing, record keeping, accounting, and other electronic data processing (EDP) ap-
plications. Then another role was added, namely, the processing of all these data into
useful, informative reports. Thus, the concept of management information systems (MIS)
was born. This new role focused on developing business applications that provided
managerial end users with predefined management reports that would give managers
the information they needed for decision-making purposes.

By the 1970s, it was evident that the prespecified information products produced
by such management information systems were not adequately meeting the decision-
making needs of management, so the concept of decision support systems (DSS) was
born. The new role for information systems was to provide managerial end users with
ad hoc, interactive support of their decision-making processes. This support would be
tailored to the unique decisions and decision-making styles of managers as they con-
fronted specific types of problems in the real world.

In the 1980s, several new roles for information systems appeared. First, the rapid
development of microcomputer processing power, application software packages, and
telecommunications networks gave birth to the phenomenon of end-user computing.

Enterprise Resource Planning and Business Intelligence: 2000s—-2010s

Enterprisewide common-interface applications data mining and data
visualization, customer relationship management, supply-chain management

Electronic Business and Commerce: 1990s—-2000s
Internet-based e-business and e-commerce systems

Web-enabled enterprise and global e-business operations and electronic
commerce on the Internet, intranets, extranets, and other networks

Strategic and End-User Support: 1980s—-1990s
End-user computing systems
Direct computing support for end-user productivity and workgroup collaboration
Executive information systems
Critical information for top management
Expert systems
Knowledge-based expert advice for end users
Strategic information systems
Strategic products and services for competitive advantage

Decision Support: 1970s-1980s

Decison support systems
Interactive ad hoc support of the managerial decision-making process

Management Reporting: 1960s-1970s

Management information systems
Management reports of prespecified information to support decision making

The Expanding Roles of IS in Business and Management

Data Processing: 1950s—1960s

Electronic data processing systems
Transaction processing, record-keeping, and traditional accounting applications
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End users could now use their own computing resources to support their job require-
ments instead of waiting for the indirect support of centralized corporate information
services departments.

Second, it became evident that most top corporate executives did not directly use
either the reports of management information systems or the analytical modeling ca-
pabilities of decision support systems, so the concept of executive information systems
(EIS) developed. These information systems were created to give top executives an
easy way to get the critical information they wanted, when they wanted it, and tailored
to the formats they preferred.

Third, breakthroughs occurred in the development and application of artificial
intelligence (AI) techniques to business information systems. Today’s systems include
intelligent software agents that can be programmed and deployed inside a system to
act on behalf of their owner, system functions that can adapt themselves on the basis
of the immediate needs of the user, virtual reality applications, advanced robotics,
natural language processing, and a variety of applications for which artificial intelli-
gence can replace the need for human intervention, thus freeing up knowledge work-
ers for more complex tasks. Expert systems (ES) and other knowledge-based systems also
forged a new role for information systems. Today, expert systems can serve as consult-
ants to users by providing expert advice in limited subject areas.

An important new role for information systems appeared in the 1980s and contin-
ued through the 1990s: the concept of a strategic role for information systems, some-
times called strategic information systems (SIS). In this concept, information technology
becomes an integral component of business processes, products, and services that help
a company gain a competitive advantage in the global marketplace.

The mid- to late 1990s saw the revolutionary emergence of enterprise resource plan-
ning (ERP) systems. This organization-specific form of a strategic information system
integrates all facets of a firm, including its planning, manufacturing, sales, resource
management, customer relations, inventory control, order tracking, financial manage-
ment, human resources, and marketing—virtually every business function. The pri-
mary advantage of these ERP systems lies in their common interface for all
computer-based organizational functions and their tight integration and data sharing,
necessary for flexible strategic decision making. We explore ERP and its associated
functions in greater detail in Chapter 8.

We are also entering an era where a fundamental role for IS is business intelligence
(BI). BI refers to all applications and technologies in the organization that are fo-
cused on the gathering and analysis of data and information that can be used to drive
strategic business decisions. Through the use of BI technologies and processes, or-
ganizations can gain valuable insight into the key elements and factors—both internal
and external—that affect their business and competitiveness in the marketplace. BI
relies on sophisticated metrics and analytics to “see into the data” and find relation-
ships and opportunities that can be turned into profits. We’ll look closer at BI in
Chapter 10.

Finally, the rapid growth of the Internet, intranets, extranets, and other inter-
connected global networks in the 1990s dramatically changed the capabilities of in-
formation systems in business at the beginning of the 21st century. Further, a
fundamental shift in the role of information systems occurred. Internet-based and
Web-enabled enterprises and global e-business and e-commerce systems are becom-
ing commonplace in the operations and management of today’s business enterprises.
Information systems is now solidly entrenched as a strategic resource in the modern
organization.

A closer look at Figure 1.4 suggests that though we have expanded our abilities
with regard to using information systems for conducting business, today’s information
systems are still doing the same basic things that they began doing more than 50 years
ago. We still need to process transactions, keep records, provide management with
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The Role of
e-Business in
Business

FIGURE 1.5

Businesses today depend on
the Internet, intranets, and
extranets to implement and
manage innovative
e-business applications.

useful and informative reports, and support the foundational accounting systems and
processes of the organization. What has changed, however, is that we now enjoy a
much higher level of integration of system functions across applications, greater con-
nectivity across both similar and dissimilar system components, and the ability to
reallocate critical computing tasks such as data storage, processing, and presentation
to take maximum advantage of business and strategic opportunities. Because of these
increased capabilities, the systems of tomorrow will be focused on increasing both the
speed and reach of our systems to provide even tighter integration, combined with
greater flexibility.

The Internet and related technologies and applications have changed the ways busi-
nesses operate and people work, as well as how information systems support business
processes, decision making, and competitive advantage. Thus, many businesses today
are using Internet technologies to Web-enable their business processes and create
innovative e-business applications. See Figure 1.5.

In this text, we define e-business as the use of Internet technologies to work and
empower business processes, e-commerce, and enterprise collaboration within a com-
pany and with its customers, suppliers, and other business stakeholders. In essence,
e-business can be more generally considered an online exchange of value. Any online ex-
change of information, money, resources, services, or any combination thereof falls un-
der the e-business umbrella. The Internet and Internet-like networks—those inside the
enterprise (intranet) and between an enterprise and its trading partners (extranet)—
have become the primary information technology infrastructure that supports the
e-business applications of many companies. These companies rely on e-business
applications to (1) reengineer internal business processes, (2) implement e-commerce
systems with their customers and suppliers, and (3) promote enterprise collaboration
among business teams and workgroups.
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Enterprise collaboration systems involve the use of software tools to support com-
munication, coordination, and collaboration among the members of networked teams
and workgroups. A business may use intranets, the Internet, extranets, and other net-
works to implement such systems. For example, employees and external consultants
may form a virtual team that uses a corporate intranet and the Internet for e-mail,
videoconferencing, e-discussion groups, and Web pages of work-in-progress informa-
tion to collaborate on business projects.

E-commerce is the buying, selling, marketing, and servicing of products, services,
and information over a variety of computer networks. Many businesses now use the
Internet, intranets, extranets, and other networks to support every step of the com-
mercial process, including everything from advertising, sales, and customer support
on the World Wide Web to Internet security and payment mechanisms that ensure
completion of delivery and payment processes. For example, e-commerce systems in-
clude Internet Web sites for online sales, extranet access to inventory databases by
large customers, and the use of corporate intranets by sales reps to access customer
records for customer relationship management.

Conceptually, the applications of information systems that are implemented in today’s
business world can be classified in several different ways. For example, several types of
information systems can be classified as either operations or management information
systems. Figure 1.6 illustrates this conceptual classification of information systems ap-
plications. Information systems are categorized this way to spotlight the major roles
each plays in the operations and management of a business. Let’s look briefly at some
examples of such information systems categories.

Information systems have always been needed to process data generated by, and used
in, business operations. Such operations support systems produce a variety of infor-
mation products for internal and external use; however, they do not emphasize the

FIGURE 1.6  Operations and management classifications of information systems. Note how this conceptual overview
emphasizes the main purposes of information systems that support business operations and managerial decision making.
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FIGURE 1.7 A summary of operations support systems with examples.

Operations Support Systems

® Transaction processing systems. Process data resulting from business transactions, update operational databases, and
produce business documents. Examples: sales and inventory processing and accounting systems.

® Process control systems. Monitor and control industrial processes. Examples: petroleum refining, power generation,
and steel production systems.

e Enterprise collaboration systems. Support team, workgroup, and enterprise communications and collaborations.
Examples: e-mail, chat, and videoconferencing groupware systems.

Management
Support Systems

FIGURE 1.8

QuickBooks is a popular
accounting package that
automates small office or
home office (SOHO)
accounting transaction
processing while providing
business owners with
management reports.

specific information products that can best be used by managers. Further processing
by management information systems is usually required. The role of a business firm’s
operations support systems is to process business transactions, control industrial proc-
esses, support enterprise communications and collaborations, and update corporate
databases efficiently. See Figure 1.7.

Transaction processing systems are important examples of operations support
systems that record and process the data resulting from business transactions. They
process transactions in two basic ways. In batch processing, transactions data are ac-
cumulated over a period of time and processed periodically. In real-time (or online)
processing, data are processed immediately after a transaction occurs. For example,
point-of-sale (POS) systems at many retail stores use electronic cash register termi-
nals to capture and transmit sales data electronically over telecommunications links
to regional computer centers for immediate (real-time) or nightly (batch) processing.
Figure 1.8 is an example of software that automates accounting transaction processing.

Process control systems monitor and control physical processes. For example, a
petroleum refinery uses electronic sensors linked to computers to monitor chemical
processes continually and make instant (real-time) adjustments that control the refin-
ery process. Enterprise collaboration systems enhance team and workgroup communi-
cations and productivity and include applications that are sometimes called office
automation systems. For example, knowledge workers in a project team may use e-mail
to send and receive e-messages or use videoconferencing to hold electronic meetings
to coordinate their activities.

When information system applications focus on providing information and support for
effective decision making by managers, they are called management support systems.
Providing information and support for decision making by all types of managers
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FIGURE 1.9 A summary of management support systems with examples.

Management Support Systems

® Management information systems. Provide information in the form of prespecified reports and displays to support
business decision making. Examples: sales analysis, production performance, and cost trend reporting systems.

® Decision support systems. Provide interactive ad hoc support for the decision-making processes of managers and other
business professionals. Examples: product pricing, profitability forecasting, and risk analysis systems.

e Executive information systems. Provide critical information from MIS, DSS, and other sources tailored to the infor-
mation needs of executives. Examples: systems for easy access to analyses of business performance, actions of competi-
tors, and economic developments to support strategic planning.

Other Classifications
of Information
Systems

and business professionals is a complex task. Conceptually, several major types of infor-
mation systems support a variety of decision-making responsibilities: (1) management
information systems, (2) decision support systems, and (3) executive information sys-
tems. See Figure 1.9.

Management information systems (MIS) provide information in the form of
reports and displays to managers and many business professionals. For example, sales
managers may use their networked computers and Web browsers to receive instanta-
neous displays about the sales results of their products and access their corporate
intranet for daily sales analysis reports that evaluate sales made by each salesperson.
Decision support systems (DSS) give direct computer support to managers during
the decision-making process. For example, an advertising manager may use a DSS to
perform a what-if analysis as part of the decision to determine how to spend advertis-
ing dollars. A production manager may use a DSS to decide how much product to
manufacture, based on the expected sales associated with a future promotion and the
location and availability of the raw materials necessary to manufacture the product.
Executive information systems (EIS) provide critical information from a wide vari-
ety of internal and external sources in easy-to-use displays to executives and managers.
For example, top executives may use touch-screen terminals to view instantly text
and graphics displays that highlight key areas of organizational and competitive
performance. Figure 1.10 is an example of an MIS report display.

Several other categories of information systems can support either operations or
management applications. For example, expert systems can provide expert advice for
operational chores like equipment diagnostics or managerial decisions such as loan
portfolio management. Knowledge management systems are knowledge-based in-
formation systems that support the creation, organization, and dissemination of busi-
ness knowledge to employees and managers throughout a company. Information
systems that focus on operational and managerial applications in support of basic
business functions such as accounting or marketing are known as functional business
systems. Finally, strategic information systems apply information technology to a
firm’s products, services, or business processes to help it gain a strategic advantage
over its competitors. See Figure 1.11.

It is also important to realize that business applications of information systems in
the real world are typically integrated combinations of the several types of informa-
tion systems just mentioned. That is because conceptual classifications of informa-
tion systems are designed to emphasize the many different roles of information
systems. In practice, these roles are combined into integrated or cross-functional
informational systems that provide a variety of functions. Thus, most information
systems are designed to produce information and support decision making for vari-
ous levels of management and business functions, as well as perform record-keeping
and transaction-processing chores. Whenever you analyze an information system,
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FIGURE 1.10

Management information
systems provide information
to business professionals in
a variety of easy-to-use
formats.

FIGURE 1.11

A summary of other
categories of information
systems with examples.
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Other Categories of Information Systems

e Expert systems. Knowledge-based systems that provide expert advice and act as
expert consultants to users. Examples: credit application advisor, process monitor, and
diagnostic maintenance systems.

¢ Knowledge management systems. Knowledge-based systems that support the
creation, organization, and dissemination of business knowledge within the enterprise.
Examples: intranet access to best business practices, sales proposal strategies, and
customer problem resolution systems.

® Strategic information systems. Support operations or management processes that
provide a firm with strategic products, services, and capabilities for competitive advantage.
Examples: online stock trading, shipment tracking, and e-commerce Web systems.

® Functional business systems. Support a variety of operational and managerial
applications of the basic business functions of a company. Examples: information systems
that support applications in accounting, finance, marketing, operations management,
and human resource management.

you probably see that it provides information for a variety of managerial levels and
business functions.

Figure 1.12 illustrates the scope of the challenges and opportunities facing business
managers and professionals in effectively managing information systems and technol-
ogies. Success in today’s dynamic business environment depends heavily on maximiz-
ing the use of Internet-based technologies and Web-enabled information systems to
meet the competitive requirements of customers, suppliers, and other business part-
ners in a global marketplace. Figure 1.12 also emphasizes that information systems
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FIGURE 1.12  Examples of the challenges and opportunities that business managers face in managing information
systems and technologies to meet business goals.
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and their technologies must be managed to support the business strategies, business
processes, and organizational structures and culture of a business enterprise. That is
because computer-based information systems, though heavily dependent on informa-
tion technologies, are designed, operated, and used by people in a variety of organiza-
tional settings and business environments. The goal of many companies today is to
maximize their customer and business value by using information technology to help
their employees implement cooperative business processes with customers, suppliers,
and others.

By now you should be able to see that the success of an information system should not
be measured only by its efficiency in terms of minimizing costs, time, and the use of
information resources. Success should also be measured by the effectiveness of the in-
formation technology in supporting an organization’s business strategies, enabling its
business processes, enhancing its organizational structures and culture, and increasing
the customer and business value of the enterprise.

It is important to realize, however, that information technology and informa-
tion systems can be mismanaged and misapplied in such a way that IS perform-
ance problems create both technological and business failures. Let’s look at an
example of what happens after these failures occur, as well as what can be done to
avoid them.

Your department—information technology—has just played a starring role in blow-
ing a multimillion-dollar enterprise software project. The intense glare from the
CEO, CFO and other business leaders is squarely focused on the CIO, VP of appli-
cations, project managers and business analysts charged with making sure that this
didn’t happen. Of course, IT is never 100 percent at fault for any massive project—
whether an ERP or CRM implementation, mainframe migration, or networking up-
grade. The business side usually plays its part.
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Developing
IS Solutions

But the unfortunate and unfair fact is that because these initiatives are considered
“technology projects,” the business will almost always look in I'T’s direction when
there’s blame to be tossed around. “That’s just a fact of life in I'T;” says Chris Curran,
who’s both a consulting partner at Diamond Management & Techonology Consult-
ants and its Chief Technology Offer.

No sane executive would dismiss the strategic importance of I'T today. And most
don’t: An IT Governance Institute study, consisting of more than 250 interviews
with executives of both large and small companies in a variety of industry sectors,
found that half of the respondents said that I'T is “very important to the enterprise,”
and three-quarters stated that they align I'T and business strategies.

When it came to I'T project accountability, “executive management” was identi-
fied as the group held accountable for I'T governance in 71 percent of the enter-
prises. That’s all well and good, but when it comes to walking the walk with
technology projects, non-IT executives appear to fall back on familiar rhetoric. In a
similar 2009 survey of more than 500 I'T professionals by ISACA, a nonprofit trade
group focusing on corporate governance, almost half of respondents said “the CIO is
responsible for ensuring that stakeholder returns on I'T-related investments are opti-
mized,” notes the survey report.

Curran takes those results a step further. “Business investments need to have
business accountability,” Curran says. “But when a project goes south, especially
high-profile ERP implementations, I'T gets blamed—but it’s not an I'T project.”

Curran’s advice for such massive undertakings, which CIOs and analysts talk up
but many don’t follow, is practical: Think bite-sized project chunks and set proper
expectations. He also advises his clients and their I'T shops to embrace change and
transparency—even if it hurts at first. “The corporate culture—the status quo—
tends to be: ‘Everything’s good. We don’t talk about problems until they are near
unrecoverable, because we know people don’t like bad news,”” Curran says.

But there are always going to be problems. That, also, is “just a fact of life
inIT.”

Source: Adapted from Thomas Wailgum, “After a Massive Tech Project Failure: What I'T Can Expect,” CIO.com,
August 5, 2009.

Developing successful information system solutions to business problems is a major
challenge for business managers and professionals today. As a business professional,
you will be responsible for proposing or developing new or improved uses of infor-
mation technologies for your company. As a business manager, you will frequently
manage the development efforts of information systems specialists and other business
end users.

Most computer-based information systems are conceived, designed, and imple-
mented using some form of systematic development process. Figure 1.13 shows that
several major activities must be accomplished and managed in a complete IS develop-
ment cycle. In this development process, end users and information specialists design
information system applications on the basis of an analysis of the business require-
ments of an organization. Examples of other activities include investigating the eco-
nomic or technical feasibility of a proposed application, acquiring and learning how to
use any software necessary to implement the new system, and making improvements to
maintain the business value of a system.

We discuss the details of the information systems development process in Chapters 11
and 12. We will explore many of the business and managerial challenges that arise in
developing and implementing new uses of information technology in Chapters 13 and
14. Now let’s look at how a company changed its development practices to deliver the
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Developing information
systems solutions to
business problems can be
implemented and managed
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cycle.
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right functionality to users and become more responsive to their needs. This example
emphasizes the importance of tailoring systems development practices to the needs of
a business.

In the old days, companies could spend months planning a technology project and
then months or even years implementing it. Not anymore. Strategies are far more
dynamic these days, especially as companies respond to challenging economic
times.

When someone has a good idea, it’s nice to see it come to fruition right away.
At transportation company Con-Way—founded in 1929, with more than 26,000 em-
ployees and 2008 revenue of more than $5 billion—almost all good ideas require
technology to implement. Yet historically, ideas became cold by the time they
made it through IT steering committees, project planning, and design reviews.
Then, Con-Way became agile—that is, it adopted Agile development practices.

Using Agile, software development is no longer accomplished through lengthy
projects.

Instead, the overall concept of the desired system is defined at a high level up
front and then developed in short iterations. An iteration is typically no longer than
one month, and the software is released for use after each iteration. As people use the
software, they determine which features should be built next, providing a feedback
loop that results in building the highest priority functionality. One big change for
I'T is that with Agile, an implementation date is always impending; team members
never feel they are able to relax on a project. Meanwhile, developers, used to having
private space, can feel that space is violated resulting from “pair programming,”
which has two developers constructing the same piece of code at the same time, and
colocation, which has team members sitting as close together as humanly possible.
As for the business users, Agile requires them to take a much more active role
throughout the entire process. They must work jointly with I'T to determine the
priorities for each iteration, and they must provide daily direction to I'T on the
needs for the functionality being built.

“I made the case for change in I'T by explaining how the business would benefit
if we delivered the highest priority functionality faster. I also kept reiterating what
was in it for them—and there was a lot,” says Jackie Barretta, vice president and CIO
of Con-Way, Inc. “At the same time, I made the case for change to the business by
preparing a solid ROI that quantified the benefits of increasing the efficiency of
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development processes, delivering the right functionality more quickly and reducing
the overall amount of work in progress.”

The change effort has been worth it: After nine months, Agile is delivering on its
promises. The iterative approach to software development is providing a feedback
loop that results in building the right functionality. “We no longer have the waste
problem that was inherent in the old waterfall method. Agile is creating greater
alignment between I'T and the business because of the constant, daily interaction and
because Agile techniques help IT personnel understand the business better,” says
Barretta. “However, like anything that’s really going to pay off, Agile is a huge change
for I'T and the user community.”

Source: Adapted from Jackie Barretta, “How to Instill Agile Development Practices Among Your I'T Team,” CIO Magazine,
January 14, 2009.

Challenges and As a prospective manager, business professional, or knowledge worker, you will be

FEthics of IT challenged by the ethical responsibilities generated by the use of information tech-
nology. For example, what uses of information technology might be considered im-
proper, irresponsible, or harmful to other people or to society? What is the proper
business use of the Internet and an organization’s I'T resources? What does it take to
be a responsible end user of information technology? How can you protect yourself
from computer crime and other risks of information technology? These are some of
the questions that outline the ethical dimensions of information systems that we will
discuss and illustrate with real world cases throughout this text. Figure 1.14 outlines
some of the ethical risks that may arise in the use of several major applications of in-
formation technology. The following example illustrates some of the security chal-
lenges associated with conducting business over the Internet.

Hannaford Bros.: Hannaford Bros. may have started as a fruit and vegetable stand in 1883, but it has
The Importance expanded from its Maine roots to become an upscale grocer with more than 160

. stores throughout Maine, Massachusetts, New Hampshire, upstate New York, and
of Securing Vermont. In March 2008, the supermarket chain disclosed a data security breach;
Customer Data Hannaford said in a notice to customers posted on its Web site that unknown intrud-
ers had accessed its systems and stolen about 4.2 million credit and debit card numbers
between December 7 and March 10. The breach affected all of Hannaford’s

FIGURE 1.14  Examples of some of the ethical challenges that must be faced by business managers who implement major
applications of information technology.
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165 supermarkets in New England and New York, as well as 106 stores operated
under the Sweetbay name in Florida and 23 independently owned markets that sell
Hannaford products.

In a likely precursor of what was yet to come, two class-action lawsuits were
filed against the company within the week. The filers argued that inadequate data
security at Hannaford had resulted in the compromise of the personal financial data
of consumers, thereby exposing them to the risk of fraud. They also claimed the
grocer also appeared not to have disclosed the breach to the public quickly enough
after discovering it.

Even though the Hannaford breach is relatively small compared with some other
corporate security problems, it is likely to result in renewed calls for stricter regula-
tions to be imposed on companies that fail to protect consumer data. In addition to
facing the likelihood of consumer lawsuits, retailers who suffer breaches have to deal
with banks and credit unions, which are getting increasingly anxious about having to
shell out tens of thousands of dollars to pay for the cost of notifying their customers
and reissuing credit and debit cards.

Retailers, on the other hand, have argued that the commissions they pay to card
companies on each transaction are supposed to cover fraud-related costs, making any
additional payments a double penalty. They also have said that the only reason they
store payment card data is because of requirements imposed on them by the major
credit card companies.

While the ultimate impact of these and other security breaches may be hard to
quantify, it represents one of the most important challenges resulting from the ubig-
uitous use of electronic transaction processing and telecommunication networks in
the modern networked enterprise, and one that is likely to keep growing every day.
The security of customer and other sensitive data also represents one of the primary
concerns of I'T professionals.

Source: Adapted from Jaikumar Vijayan, “Hannaford Hit by Class-Action Lawsuits in Wake of Data-Breach Disclosure,”
Computerworld, March 20, 2008.

Both information technology and the myriad of information systems it supports have
created interesting, challenging, and lucrative career opportunities for millions of men
and women all over the globe. At this point in your life you may still be uncertain
about the career path you wish to follow, so learning more about information technol-
ogy may help you decide if you want to pursue an I'T-related career. In recent years,
economic downturns have affected all job sectors, including I'T. Further, rising labor
costs in North America, Canada, and Europe have resulted in a large-scale movement
to outsource basic software programming functions to India, the Middle East, and
Asia-Pacific countries. Despite this move, employment opportunities in the informa-
tion systems field are strong, with more new and exciting jobs emerging each day as
organizations continue to expand their use of information technology. In addition,
these new jobs pose constant human resource management challenges to all organiza-
tions because shortages of qualified information systems personnel frequently occur.
Dynamic developments in business and information technologies cause constantly
changing job requirements in information systems, which will ensure that the long-term
job outlook in I'T remains both positive and exciting.

Along with the myth that there are no jobs for IS professionals (we will dispel
this one below!), another common myth is that IS professionals are computer geeks
who live in a cubicle. Once again, nothing could be further from the truth! Today’s IS
professional must be highly skilled in communication, dealing with people, and, most
of all, articulate in the fundamentals of business. The marketplace is demanding a
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FIGURE 1.15

Careers in IS are as diverse
and exciting as the
technologies used in them;
IS professionals have career
opportunities in every
business environment and
activity throughout the
world.

business technologist with a big “B” and a big “T.” The world of the IS professional is
filled with constant challenge, variety, social interaction, and cutting-edge decision
making. No desks and cubicles here. If action is what you are after, then you have
found it here.

One major recruiter of IS professionals is the I'T industry itself. Thousands of com-
panies develop, manufacture, market, and service computer hardware, software, data,
and network products and services. The industry can also provide e-business and
e-commerce applications and services, end-user training, or business systems consulting.
The biggest need for qualified people, however, comes from the millions of businesses,
government agencies, and other organizations that use information technology. They
need many types of IS professionals, such as systems analysts, software developers, and
network managers to help them plan, develop, implement, and manage today’s Internet-
based and Web-enabled business/I'T applications.

The accounting industry is a more recent major recruiter of IS professionals.
Recent legislation, entitled the Sarbanes-Oxley Act of 2002, required major changes
with regard to auditing practices by public accounting firms and internal control
processes within publicly held organizations of all sizes and industries. Many of
these changes directly affect the I'T/IS practices of all parties involved. To facilitate
the execution of the covenants of Sarbanes-Oxley, the accounting industry is ac-
tively recruiting graduates from accounting programs that have a significant
emphasis on IS education. In addition, they are spending equal energy to recruit
IS/IT professionals to work within the accounting industry. In either case, the result
is a significant increase in demand for graduates with an IS/IT background or em-
phasis. Figure 1.15 lists just a few of the many career roles available to the modern
IT professional.

According to recent reports by the U.S. Department of Labor, computer systems
analysts, database administrators, and other managerial-level IS positions are expected
to be among the fastest-growing occupations through 2012. Employment of IS pro-
fessionals is expected to grow more than 36 percent (much higher than average) for all
occupations as organizations continue to adopt and integrate increasingly sophisti-
cated technologies. Job increases will be driven by very rapid growth in computer
system design and related services, which is projected to be one of the fastest-growing

Business Applications

Systems Analyst System Consultant Consultant
Chief Information Officer Computer Operator Computer Serviceperson
Network Administrator Datg R Network Manager
pecialist
Database Administrator Database Analyst Documentation Specialist
IS Auditor End—IZJ\?[er Computer Equipment Manufacturer
anager Representative
PC Sales Representative Programmer Program Librarian
Project Manager Records Manager Hardware Sales Representative
Scheduhlrigrzgi Costre] Security Officer Office Automation Specialist

Senior Project Leader

Service Sales

Software Sales Representative

Specialist

Manager

Representative
Technical Analyst Softgvare Qg Technical Writer
valuator
Telecommunications Training & Standards

User Interface Specialist




Chapter 1 / Foundations of Information Systems in Business @ 23

industries in the U.S. economy. In addition, many job openings will arise annually
from the need to replace workers who move into managerial positions or other occu-
pations or who leave the labor force. Most important to you, IS/IT graduates generally
receive one of the highest starting salaries in the school.

Despite the recent economic downturn among information technology firms, IS
professionals still enjoy favorable job prospects. The demand for networking to fa-
cilitate sharing information, expanding client/server environments, and the need for
specialists to use their knowledge and skills in a problem-solving capacity will be
major factors in the rising demand for computer systems analysts, database adminis-
trators, and other IS professionals. Moreover, falling prices of computer hardware
and software should continue to induce more businesses to expand their computer-
ized operations and integrate new technologies. To maintain a competitive edge and
operate more efficiently, firms will keep demanding the services of professionals who
are knowledgeable about the latest technologies and can apply them to meet the
needs of businesses.

Perhaps the time has come to put a sharper edge on this message: The field of in-
formation systems is growing at an increasingly rapid pace, and there is no risk of being
unemployed upon graduation! I believe that the concern over a lack of I'T/IS-related
jobs was fueled by the news media and is now, quite simply, unfounded. Headlines
proclaimed the death of IS and the lack of jobs in the United States due to massive
outsourcing and offshoring. The jobs that were being sent overseas were real ones, to
be sure. They were, however, not the jobs that you or your fellow students were ever
going to train for during your stay in college—unless, of course, you aspire to being
a faceless voice in a call center. These jobs are service-related jobs that, while vital to
the big picture, are not the management level, creative business technologist posi-
tions that colleges and universities typically train their students to obtain. The real
problem facing the IS field today is the lack of graduates! Students are choosing other
professions because they fear low pay and unemployment, whereas recruiters are
simultaneously begging for more graduates to feed their voracious appetites for more
IS professionals. If you choose to avoid a career in information systems, it should not
be because you think there are no jobs, that it does not have to do with people, or
that it is no fun. Over the course of this book, we will dispel, with strong evidence, all
of these rumors and myths. Let’s start with some facts related to the first one.

The Bureau of Labor Statistics has some compelling evidence in favor of a career
in information systems:

Prospects for qualified computer and information systems managers should be excellent.
Fast-paced occupational growth and the limited supply of technical workers
will lead to a wealth of opportunities for qualified individuals. While technical
workers remain relatively scarce in the United States, the demand for them
continues to rise. This situation was exacerbated by the economic downturn in
the early 2000s, when many technical professionals lost their jobs. Since then,
many workers have chosen to avoid this work since it is perceived to have
poor prospects.

People with management skills and an understanding of business practices and princi-
ples will have excellent opportunities, as companies are increasingly looking to technology
to drive their revenue. (Bureau of Labor Statistics Occupational Outlook Handbook,
2008-2009)

Increasingly, more sophisticated and complex technology is being implemented
across all organizations, which will continue to fuel the demand for these computer
occupations. The demand for systems analysts continues to grow to help firms maxi-
mize their efficiency with available technology. Expansion of e-commerce—doing busi-
ness on the Internet—and the continuing need to build and maintain databases that
store critical information about customers, inventory, and projects are fueling demand
for database administrators familiar with the latest technology. Finally, the increasing
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The Critical Role
of Business
Analysts

The IS Function

importance placed on “cybersecurity”—the protection of electronic information—will
result in a need for workers skilled in information security. Let’s take a look at the
emerging role of business analysts as liaisons between I'T specialists and their business
customers.

For two decades, the CIO has been viewed as the ultimate broker between the
business and technology functions. But while that may be an accurate perception
in the executive boardroom, down in the trenches, business analysts (BA) have
been the ones tasked with developing business cases for I'T application develop-
ment, in the process smoothing relations among competing parties and moving
projects along.

The 21st century business analyst is a liaison, bridge, and diplomat who balances
the oftentimes incongruous supply of IT resources and demands of the business. A
recent Forrester Research report found that those business analysts who were most
successful were the ones who could “communicate, facilitate and analyze.” The busi-
ness analyst is a hot commodity right now due to business reliance on technology,
according to Jim McAssey, a principal at The W Group, a consulting firm. “The
global delivery capabilities of technology today make the challenges of successfully
bridging the gap between business and IT even harder,” he says.

“Companies typically don’t invest in an I'T project without a solid business case,”
says Jeff Miller, senior vice president of Aetea, an I'T staffing and consulting firm.

A good business analyst is able to create a solution to a particular business prob-
lem and act as a bridge to the technologists who can make it happen. “Without the
BA role, CIOs are at significant risk that their projects will not solve the business
problem for which they were intended,” says Miller.

The ideal candidate will have 5 to 10 or more years of experience (preferably
in a specific industry), a technical undergraduate degree, and an MBA.

Strong risk assessment, negotiation, and problem resolution skills are key, and
hands-on experience is critical. Business analysts must be process-driven and able to
see a project through conflict and change, from start to finish. “The BA also must
have the ability to learn new processes,” says Miller. “A good BA learns business
concepts and can quickly relate them to the specific needs of the project.”

In the end, the more business technology analysts that are working in the busi-
ness, the better off the CIO and I'T function will be—no matter if the business tech-
nology analysts are reporting into IT or the business side. That’s because those
I'T-savvy analysts, who will have a more in-depth understanding of and more exper-
tise in technologies, will “ultimately help the business make better decisions when it
comes to its interactions with I'T;” contend the Forrester analysts. And “CIOs have
new allies in the business.” Salaries range from $45,000 (entry level) to $100,000
(senior business analyst) per year.

Source: Adapted from Thomas Wailgum, “Why Business Analysts Are So Important for I'T and CIOs,” CIO Magazine,
April 16, 2008; and Katherine Walsh, “Hot Jobs: Business Analyst,” CIO Magazine, June 19, 2007.

The successful management of information systems and technologies presents major
challenges to business managers and professionals. Thus, the information systems
function represents:

e A major functional area of business equally as important to business success as the
functions of accounting, finance, operations management, marketing, and human
resource management.

e An important contributor to operational efficiency, employee productivity and
morale, and customer service and satisfaction.
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A recognized source of value to the firm.

A major source of information and support needed to promote effective decision
making by managers and business professionals.

A vital ingredient in developing competitive products and services that give an
organization a strategic advantage in the global marketplace.

A dynamic, rewarding, and challenging career opportunity for millions of men
and women.

A key component of the resources, infrastructure, and capabilities of today’s net-
worked business enterprises.

A strategic resource.
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System
Concepts:
A Foundation

What Is a System?

Foundation Concepts:
The Components of
Information Systems

System concepts underlie all business processes, as well as our understanding of infor-
mation systems and technologies. That’s why we need to discuss how generic system
concepts apply to business firms and the components and activities of information
systems. Understanding system concepts will help you understand many other con-
cepts in the technology, applications, development, and management of information
systems that we cover in this text. For example, system concepts help us understand:

e Technology. Computer networks are systems of information processing compo-
nents that use a variety of hardware, software, data management, and telecommu-
nications network technologies.

e Applications. E-business and e-commerce applications involve interconnected
business information systems.

¢ Development. Developing ways to use information technology in business in-
cludes designing the basic components of information systems.

e Management. Managing information technology emphasizes the quality, strate-
gic business value, and security of an organization’s information systems.

Read the Real World Case about how some companies are turning to I'T to help them
develop new products and services. We can learn a lot from this case regarding the
various ways in which I'T can be used to foster innovation. See Figure 1.16.

We have used the term systerz more than 100 times already and will use it thousands more
before we are done. It therefore seems reasonable that we focus our attention on ex-
actly what a system is. As we discussed at the beginning of the chapter, a system is
defined as a set of interrelated components, with a clearly defined boundary, working together
to achieve a common set of objectives by accepting inputs and producing outputs in an organized
transformation process. Many examples of systems can be found in the physical and bio-
logical sciences, in modern technology, and in human society. Thus, we can talk of the
physical system of the sun and its planets, the biological system of the human body,
the technological system of an oil refinery, and the socioeconomic system of a business
organization.
Systems have three basic functions:

¢ Input involves capturing and assembling elements that enter the system to be
processed. For example, raw materials, energy, data, and human effort must be
secured and organized for processing.

® Processing involves transformation processes that convert input into output. Ex-
amples are manufacturing processes, the human breathing process, or mathemati-
cal calculations.

® Output involves transferring elements that have been produced by a transforma-
tion process to their ultimate destination. For example, finished products, human
services, and management information must be transmitted to their human users.

Example. A manufacturing system accepts raw materials as input and produces fin-
ished goods as output. An information system is a system that accepts resources (data)
as input and processes them into products (information) as output. A business organi-
zation is a system in which human and economic resources are transformed by various
business processes into goods and services.
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The New York Times and

Boston Scientific: Two Different
Ways of Innovating with
Information Technology

o—

Imost everybody has a theory about how to save the
U.S. newspaper industry. The only consensus, it
seems, is that it needs to change fundamentally or it
could all but disappear. At The New York Times, tough times
have elevated I'T-enabled innovation to the top of the agenda.

A research and development group, created in 2006, op-
erates as a shared service across nearly two dozen newspa-
pers, a radio station, and more than 50 Web sites.

“Our role is to accelerate our entry onto new platforms
by identifying opportunities, conceptualizing, and prototyp-
ing ideas,” explains Michael Zimbalist, the company’s vice
president of R&D.

Zimbalist’s staff of 12 includes experts in rapid prototyp-
ing, specialists in areas like mobile or cloud computing and
data miners who probe Web site data for insight into what
visitors do. They work within a common framework based
on idea generation, development, and diffusion throughout
the business. Recent projects included prototypes for new
display ad concepts, as well as BlackBerry applications for
Boston.com and the expert site About.com. The team’s work
is intended to supplement and support innovation taking
place within the business units. For example, the team is
prototyping E-Ink, an emerging display technology; some
business units can’t spare the resources to investigate it.

At NYTimes.com, the design and product development
group of Marc Frons, CTO of Digital Operations, worked with
Zimbalist’s team and Adobe developers on the Times Reader
2.0 application, the next generation, on-screen reading system it
developed on the Adobe AIR platform. Frons further encour-
ages forward thinking among his 120-person team with twice-
annual innovation contests. Winners receive cash, recognition

FIGURE 1.16
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Source: © Stockbyte/Getty Images.

and the resources to turn their ideas into reality. Typical projects
are measured against criteria like revenue potential or journalis-
tic value. R&D projects aren’t. “Since we build software, there’s
no huge capital investment up front,” Frons says, “which allows
us to experiment. The emphasis is on rapid development.”

Times Widgets, a widget-making platform, was a con-
test winner, as was the recently launched Times Wire, a near
real-time customizable interface for online content. “We’re
trying to solve specific problems and think about where the
business is going,” Frons says. Frons is focused on enhanc-
ing revenue, cutting costs, and increasing efficiency through
process improvements and automation.

The New York Times has launched a cool interactive
map that shows the most popular Netflix rentals across 12
U.S. metropolitan areas: New York, San Francisco/Bay Area,
Boston, Chicago, Washington, Los Angeles, Seattle, Minne-
apolis, Denver, Atlanta, Dallas, and Miami. If you’re a Netflix
junkie and a closet Twilight fan (and you live in a major U.S.
city), your rental habits are now on display. To create the
map, The New York Times partnered with Netflix. The map
is a graphical database of the top 100 most-rented Netflix
films of 2009 laid on top of maps. With it you can graphically
explore top 2009 Netflix movies based on three criteria: films
that were hated or loved by critics, an alphabetical list, and
most rented. For example, select most rented, and when you
place the mouse over a zip code, a window pops up showing
you what the top Netflix rentals are for that specific region.

Some trends are not surprising: The most popular Netf-
lix movie of 2009 was The Curious Case of Benjamin Button,
although Slumdog Millionaire and Twilight were both in the
top 10. Milk, the story of San Franciscan activist Harvey
Milk, was popular in San Francisco and other city centers,
but not so much in the suburbs of southern cities (such as
Dallas and Atlanta). Mad Men, the 1960s-set drama about
advertising execs, was hot in parts of Manhattan and Brook-
lyn, but not in any other major cities. It barely got mention
in Denver and Dallas, and not at all in Miami.

The map does show some interesting trends: Big block-
busters were not as popular in city centers (Wanted and Trans-
formers: Revenge of the Fallen, barely made a splash in the city
centers of Manhattan and San Francisco), although this could
be due to the fact that a lot of people see blockbusters in
movie theaters. Last Chance Harvey, a romantic comedy star-
ring Dustin Hoffman and Emma Thompson, was enjoyed in
wealthier suburbs (such as Scarsdale), but not in city centers
(such as Manhattan). Tyler Perry’s movies (Tyler Perry’s
Madea Goes to Fail and Tyler Perry’s The Family That Preys)
were popular in predominantly black neighborhoods.

Much of what has been innovative thus far at 7he New
York Times can be classified as process or product innovation.
Typically, a healthy and growing company should be con-
tent with focusing 90 to 95 percent of its innovation dollars
on such core business innovation and 5 percent or 10 per-
cent on new business models, says Mark Johnson, chairman
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of strategic innovation consultancy Innosight. However, he
adds, “The newspaper industry is in so much trouble that
business model innovation is more important than ever.”

Now is a good—and bad—time for fostering such innova-
tion. “You’ve got the leadership’s attention you need,” says
Johnson. “But it harder in the sense that there’s an urgency to
fix the financials, and being patient in the way you need to be for
a new business model to unfold is a very difficult thing to do.”

The New York Times is focused on experimenting with
a number of different initiatives, but Boston Scientific faces
a much different challenge: how to foster innovation without
risking the disclosure and leakage of very valuable intellec-
tual property. And the company has turned to technology to
help find the right mix of access and security.

Boston Scientific wants to tear down barriers that prevent
product developers from accessing the research that went into
its successful medical devices so that they can create new prod-
ucts faster. But making data too easily accessible could open
the way to theft of information potentially worth millions or
billions of dollars. It’s a classic corporate data privacy problem.

“The more info you give knowledge workers, the more
effective they can be in creating a lot of value for the com-
pany,” says Boris Evelson, a principal analyst at Forrester.
“This creates disclosure risks—that someone’s going to walk
away with the data and give it to a competitor.”

This tension compels the $8 billion company to seek out
software that allows the broader engineering community to share
knowledge while managing access to product development
data, says Jude Currier, cardiovascular knowledge manage-
ment and innovation practices lead at Boston Scientific. “Ac-
tive security is the way to address this problem,” Currier says.

That is, regularly monitor who’s accessing what, and ad-
just permissions as business conditions change.

Keeping the pipeline of new stents, pacemakers, and
catheters fresh is especially important because heart-related
items account for 80 percent of Boston Scientific’s sales.
Over the past few years, engineers have been focused on

1. As stated in the case, The New York Times chose to de-
ploy their innovation support group as a shared service
across business units. What do you think this means?
What are the advantages of choosing this approach?
Are there any disadvantages?

2. Boston Scientific faced the challenge of balancing open-
ness and sharing with security and the need for restrict-
ing access to information. How did the use of technology
allow the company to achieve both objectives at the
same time? What kind of cultural changes were required
for this to be possible? Are these more important than
the technology-related issues? Develop a few examples
to justify your answer.

w

The video rental map developed by The New York Times
and Netflix graphically displays movie popularity across
neighborhoods from major U.S. cities. How would Netflix
use this information to improve their business? Could
other companies also take advantage of these data? How?
Provide some examples.

quality system improvements, Currier says. Boston Scientific
had inherited regulatory problems from acquisitions it made
during that time. Now that those situations are addressed,
the company is ready to reinvigorate internal innovation.

Boston Scientific is piloting Invention Machine’s Gold-
fire software, which, Currier says, provides the right mix of
openness and security for data. Before, Boston Scientific’s
product developers worked in silos with limited access to re-
search by colleagues on different product lines. Information
was so locked down that even if scientists found something
useful from a past project, they often didn’t have access to it.
“We’re changing that,” Currier says.

Goldfire makes an automated workflow out of such tasks
as analyzing markets and milking a company’s intellectual
property. It combines internal company data with information
from public sources, such as federal government databases.

Researchers can use the software to find connections
among different sources, for instance by highlighting similar
ideas. Engineers can use such analysis to get ideas for new
products and begin to study their feasibility. The goal is to have
any engineer be able to access any other engineer’s research.

“The people in the trenches can’t wait for that day to
arrive,” he says.

Although the goal is more openness, not all data stay
open forever. For example, as a project gets closer to the
patent application stage, access to the data about it is clipped
to fewer people, Currier says.

He adds that since installing Goldfire, patent applica-
tions are up compared to similar engineering groups that do
not use the Goldfire tool. “We have had to educate people
that we aren’t throwing security out the window but making
valuable knowledge available to the organization,” he says.

Source: Adapted from Stephanie Overby, “Rapid Prototyping Provides Innova-
tion that Fits at the New York Times,” CIO.com, June 24, 2009; Sarah Jacobson,
“Netflix Map Shows What’s Hot in Your Neighborhood,” PCWorld.com,
January 11, 2010; and Kim S. Nash, “Innovation: How Boston Scientific Shares
Data Securely to Foster Product Development,” CIO.com, November 23, 2009.

—1

1. The newspaper industry has been facing serious chal-
lenges to its viability ever since the Internet made news
available online. In addition to those initiatives described
in the case, how are The New York Times and other
leading newspapers coping with these challenges? What
do you think the industry will look like 5 or 10 years from
now? Go online to research these issues and prepare a
report to share your findings.

2

Go online and search the Internet for other examples
of companies using technology to help them innovate
and develop new products or services. Break into small
groups with your classmates to share your findings and
discuss any trends or patterns you see in current uses of
technology in this regard.
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The system concept becomes even more useful by including two additional elements:
feedback and control. A system with feedback and control functions is sometimes
called a cybernetic system, that is, a self-monitoring, self-regulating system.

® Feedback is data about the performance of a system. For example, data about
sales performance are feedback to a sales manager. Data about the speed,
altitude, attitude, and direction of an aircraft are feedback to the aircraft’s
pilot or autopilot.

e Control involves monitoring and evaluating feedback to determine whether
a system is moving toward the achievement of its goal. The control function
then makes the necessary adjustments to a system’s input and processing
components to ensure that it produces proper output. For example, a sales
manager exercises control when reassigning salespersons to new sales territo-
ries after evaluating feedback about their sales performance. An airline pilot,
or the aircraft’s autopilot, makes minute adjustments after evaluating the
teedback from the instruments to ensure that the plane is exactly where the
pilot wants it to be.

Example. Figure 1.17 illustrates a familiar example of a self-monitoring, self-regulating,
thermostat-controlled heating system found in many homes; it automatically monitors
and regulates itself to maintain a desired temperature. Another example is the human
body, which can be regarded as a cybernetic system that automatically monitors and
adjusts many of its functions, such as temperature, heartbeat, and breathing. A busi-
ness also has many control activities. For example, computers may monitor and con-
trol manufacturing processes, accounting procedures help control financial systems,
data entry displays provide control of data entry activities, and sales quotas and sales
bonuses attempt to control sales performance.

Figure 1.18 uses a business organization to illustrate the fundamental components of
a system, as well as several other system characteristics. Note that a system does not
exist in a vacuum; rather, it exists and functions in an environment containing other
systems. If a system is one of the components of a larger system, it is a subsystemn, and
the larger system is its environment.

Several systems may share the same environment. Some of these systems may be
connected to one another by means of a shared boundary, or interface. Figure 1.18 also
illustrates the concept of an open system, that is, a system that interacts with other sys-
tems in its environment. In this diagram, the system exchanges inputs and outputs
with its environment. Thus, we could say that it is connected to its environment by
input and output interfaces. Finally, a system that has the ability to change itself or its
environment to survive is an adaptive system.

FIGURE 1.17 A common cybernetic system is a home temperature control system. The thermostat accepts the
desired room temperature as input and sends voltage to open the gas valve, which fires the furnace. The resulting hot air goes
into the room, and the thermometer in the thermostat provides feedback to shut the system down when the desired
temperature is reached.
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FIGURE 1.18

A business is an example of
an organizational system in
which economic resources
(input) are transformed by
various business processes
(processing) into goods
and services (output).
Information systems
provide information
(feedback) about the
operations of the system

to management for the
direction and maintenance
of the system (control) as
it exchanges inputs and
outputs with its
environment.
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Example. Organizations such as businesses and government agencies are good exam-
ples of the systems in society, which is their environment. Society contains a multitude
of such systems, including individuals and their social, political, and economic institu-
tions. Organizations themselves consist of many subsystems, such as departments,
divisions, process teams, and other workgroups. Organizations are examples of open
systems because they interface and interact with other systems in their environment.
Finally, organizations are examples of adaptive systems because they can modify them-
selves to meet the demands of a changing environment.

If we apply our understanding of general system concepts to information systems,
it should be easy to see the parallels.

Information systems are made up of interrelated components:

e People, hardware, software, peripherals, and networks.
They have clearly defined boundaries:
e Functions, modules, type of application, department, or end-user group.

All the interrelated components work together to achieve a common goal by
accepting inputs and producing outputs in an organized transformation process:

e Using raw materials, hiring new people, manufacturing products for sale, and
disseminating information to others.

Information systems make extensive use of feedback and control to improve their
effectiveness:

e Error messages, dialog boxes, passwords, and user rights management.
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The components of an
information system. All
information systems use
people, hardware, software,
data, and network resources
to perform input,
processing, output, storage,
and control activities that
transform data resources
into information products.
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Many information systems are designed to change in relation to their environ-
ments and are adaptive:

e Intelligent software agents, expert systems, and highly specialized decision
support systems.

Information systems are systems just like any other system. Their value to the
modern organization, however, is unlike any other system ever created.

We have noted that an information system is a system that accepts data resources as
input and processes them into information products as output. How does an informa-
tion system accomplish this task? What system components and activities are involved?

Figure 1.19 illustrates an information system model that expresses a fundamental
conceptual framework for the major components and activities of information systems.
An information system depends on the resources of people (end users and IS special-
ists), hardware (machines and media), software (programs and procedures), data (data
and knowledge bases), and networks (communications media and network support) to
perform input, processing, output, storage, and control activities that transform data
resources into information products.

This information system model highlights the relationships among the compo-
nents and activities of information systems. It also provides a framework that empha-
sizes four major concepts that can be applied to all types of information systems:

e People, hardware, software, data, and networks are the five basic resources of
information systems.

e People resources include end users and IS specialists, hardware resources consist
of machines and media, software resources include both programs and proce-
dures, data resources include data and knowledge bases, and network resources
include communications media and networks.

|

Input Processing Output

of Data of
Data into Information
Resources i Products

Network Resources
Communications Media and Network Support
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Information
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FIGURE 1.20
Examples of information
system resources and
products.

e Data resources are transformed by information processing activities into a variety
of information products for end users.

e Information processing consists of the system activities of input, processing, out-
put, storage, and control.

Our basic IS model shows that an information system consists of five major resources:
people, hardware, software, data, and networks. Let’s briefly discuss several basic con-
cepts and examples of the roles these resources play as the fundamental components of
information systems. You should be able to recognize these five components at work
in any type of information system you encounter in the real world. Figure 1.20 out-
lines several examples of typical information system resources and products.

People are the essential ingredient for the successful operation of all information sys-
tems. These people resources include end users and IS specialists.

® End users (also called users or clients) are people who use an information system
or the information it produces. They can be customers, salespersons, engineers,
clerks, accountants, or managers and are found at all levels of an organization. In
fact, most of us are information system end users. Most end users in business are
knowledge workers, that is, people who spend most of their time communicating
and collaborating in teams and workgroups and creating, using, and distributing
information.

® IS specialists are people who develop and operate information systems. They
include systems analysts, software developers, system operators, and other mana-
gerial, technical, and clerical IS personnel. Briefly, systems analysts design infor-
mation systems based on the information requirements of end users, software
developers create computer programs based on the specifications of systems
analysts, and system operators help monitor and operate large computer systems
and networks.

The concept of hardware resources includes all physical devices and materials used in
information processing. Specifically, it includes not only machines, such as computers

Information System Resources and Products

People Resources
Specialists—systems analysts, software developers, systems operators.
End Users—anyone else who uses information systems.

Hardware Resources
Machines—computers, video monitors, magnetic disk drives, printers, optical scanners.
Media—floppy disks, magnetic tape, optical disks, plastic cards, paper forms.

Software Resources
Programs—operating system programs, spreadsheet programs, word processing
programs, payroll programs.
Procedures—data entry procedures, error correction procedures, paycheck
distribution procedures.

Data Resources
Product descriptions, customer records, employee files, inventory databases.

Network Resources
Communications media, communications processors, network access, control software.

Information Products
Management reports and business documents using text and graphics displays, audio
responses, and paper forms.




Software Resources

Data Resources
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and other equipment, but also all data media, that is, tangible objects on which data
are recorded, from sheets of paper to magnetic or optical disks. Examples of hardware
in computer-based information systems are:

e Computer systems, which consist of central processing units containing micro-
processors and a variety of interconnected peripheral devices such as printers,
scanners, monitors, and so on. Examples are handheld, laptop, tablet, or desktop
microcomputer systems, midrange computer systems, and large mainframe com-
puter systems.

e Computer peripherals, which are devices such as a keyboard, electronic mouse,
trackball, or stylus for the input of data and commands, a video screen or printer
for the output of information, and magnetic or optical disk drives for the storage
of data resources.

The concept of software resources includes all sets of information processing instruc-
tions. This generic concept of software includes not only the sets of operating instruc-
tions called programs, which direct and control computer hardware, but also the sets
of information processing instructions called procedures that people need.

It is important to understand that even information systems that do not use com-
puters have a software resource component. This claim is true even for the informa-
tion systems of ancient times or the manual and machine-supported information
systems still used in the world today. They all require software resources in the form
of information processing instructions and procedures to properly capture, process,
and disseminate information to their users.

The following are examples of software resources:

e System software, such as an operating system program, which controls and sup-
ports the operations of a computer system. Microsoft Windows and Unix are two
examples of popular computer operating systems.

e Application software, which are programs that direct processing for a particular
use of computers by end users. Examples are sales analysis, payroll, and word pro-
cessing programs.

¢ Procedures, which are operating instructions for the people who will use an in-
formation system. Examples are instructions for filling out a paper form or using
a software package.

Data are more than the raw material of information systems. The concept of data
resources has been broadened by managers and information systems professionals.
They realize that data constitute valuable organizational resources. Thus, you should
view data just as you would any organizational resource that must be managed effec-
tively to benefit all stakeholders in an organization.

The concept of data as an organizational resource has resulted in a variety of
changes in the modern organization. Data that previously were captured as a result of
a common transaction are now stored, processed, and analyzed using sophisticated
software applications that can reveal complex relationships among sales, customers,
competitors, and markets. In today’s wired world, the data to create a simple list of an
organization’s customers are protected with the same energy as the cash in a bank
vault. Data are the lifeblood of today’s organizations, and the effective and efficient
management of data is considered an integral part of organizational strategy.

Data can take many forms, including traditional alphanumeric data, composed of
numbers, letters, and other characters that describe business transactions and other
events and entities; text data, consisting of sentences and paragraphs used in written
communications; image data, such as graphic shapes and figures or photographic and
video images; and audio data, including the human voice and other sounds.
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Network Resources

The data resources of information systems are typically organized, stored, and
accessed by a variety of data resource management technologies into:

e Databases that hold processed and organized data.

e Knowledge bases that hold knowledge in a variety of forms, such as facts, rules,
and case examples about successful business practices.

For example, data about sales transactions may be accumulated, processed, and
stored in a Web-enabled sales database that can be accessed for sales analysis reports
by managers and marketing professionals. Knowledge bases are used by knowledge
management systems and expert systems to share knowledge or give expert advice on
specific subjects. We explore these concepts further in subsequent chapters.

Data versus Information. The word data is the plural of datum, though data com-
monly represents both singular and plural forms. Data are raw facts or observations,
typically about physical phenomena or business transactions. For example, a spacecraft
launch or the sale of an automobile would generate a lot of data describing those
events. More specifically, data are objective measurements of the attributes (the char-
acteristics) of entities (e.g., people, places, things, events).

Example. Business transactions, such as buying a car or an airline ticket, can produce
a lot of data. Just think of the hundreds of facts needed to describe the characteristics
of the car you want and its financing or the intricate details for even the simplest air-
line reservation.

People often use the terms data and information interchangeably. However, it is
better to view data as raw material resources that are processed into finished informa-
tion products. Then we can define information as data that have been converted into
a meaningful and useful context for specific end users. Thus, data are usually subjected
to a value-added process (data processing or information processing) during which
(1) their form is aggregated, manipulated, and organized; (2) their content is analyzed
and evaluated; and (3) they are placed in a proper context for a human user.

The issue of context is really at the heart of understanding the difference between
information and data. Data can be thought of as context independent: A list of num-
bers or names, by itself, does not provide any understanding of the context in which it
was recorded. In fact, the same list could be recorded in a variety of contexts. In con-
trast, for data to become information, both the context of the data and the perspective
of the person accessing the data become essential. The same data may be considered
valuable information to one person and completely irrelevant to the next. Just think of
data as potentially valuable to all and information as valuable relative to its user.

Example. Names, quantities, and dollar amounts recorded on sales forms represent
data about sales transactions. However, a sales manager may not regard these as infor-
mation. Only after such facts are properly organized and manipulated can meaningful
sales information be furnished and specify, for example, the amount of sales by prod-
uct type, sales territory, or salesperson.

Telecommunications technologies and networks like the Internet, intranets, and
extranets are essential to the successful e-business and e-commerce operations of all
types of organizations and their computer-based information systems. Telecommuni-
cations networks consist of computers, communications processors, and other devices
interconnected by communications media and controlled by communications soft-
ware. The concept of network resources emphasizes that communications technolo-
gies and networks are fundamental resource components of all information systems.
Network resources include:

¢ Communications media. Examples include twisted-pair wire, coaxial and fiber-
optic cables, and microwave, cellular, and satellite wireless technologies.
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Information System Activities

® Input. Optical scanning of bar-coded tags on merchandise.

® Processing. Calculating employee pay, taxes, and other payroll deductions.
® Output. Producing reports and displays about sales performance.

® Storage. Maintaining records on customers, employees, and products.

® Control. Generating audible signals to indicate proper entry of sales data.

e Network infrastructure. This generic category emphasizes that many hardware,
software, and data technologies are needed to support the operation and use of a
communications network. Examples include communications processors, such as
modems and inter-network processors, and communications control software,
such as network operating systems and Internet browser packages.

Regardless of the type of information system, the same basic information system
activities occur. Let’s take a closer look now at each of the basic data or information
processing activities. You should be able to recognize input, processing, output, stor-
age, and control activities taking place in any information system you are studying.
Figure 1.21 lists business examples that illustrate each of these information system
activities.

Data about business transactions and other events must be captured and prepared for
processing by the input activity. Input typically takes the form of data entry activities
such as recording and editing. End users usually enter data directly into a computer
system or record data about transactions on some type of physical medium such as a
paper form. This entry includes a variety of editing activities to ensure that they have
recorded the data correctly. Once entered, data may be transferred onto a machine-
readable medium, such as a magnetic disk, until needed for processing.

For example, data about sales transactions may be recorded on source documents
such as paper order forms. (A source document is the original, formal record of a
transaction.) Alternatively, salespersons might capture sales data using computer key-
boards or optical scanning devices; they are visually prompted to enter data correctly by
video displays. This method provides them with a more convenient and efficient user
interface, that is, methods of end-user input and output with a computer system.
Methods such as optical scanning and displays of menus, prompts, and fill-in-the-blank
formats make it easier for end users to enter data correctly into an information system.

Data are typically subjected to processing activities, such as calculating, comparing,
sorting, classifying, and summarizing. These activities organize, analyze, and manipu-
late data, thus converting them into information for end users. The quality of any data
stored in an information system also must be maintained by a continual process of cor-
recting and updating activities.

Example. Data received about a purchase can be (1) added to a running total of sales re-
sults, (2) compared to a standard to determine eligibility for a sales discount, (3) sorted in
numerical order based on product identification numbers, (4) classified into product cate-
gories (e.g., food and nonfood items), (5) summarized to provide a sales manager with in-
formation about various product categories, and finally (6) used to updare sales records.

Information in various forms is transmitted to end users and made available to them in
the output activity. The goal of information systems is the production of appropriate
information products for end users. Common information products include messages,
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reports, forms, and graphic images, which may be provided by video displays, audio
responses, paper products, and multimedia. We routinely use the information pro-
vided by these products as we work in organizations and live in society. For example, a
sales manager may view a video display to check on the performance of a salesperson,
accept a computer-produced voice message by telephone, and receive a printout of
monthly sales results.

Storage is a basic system component of information systems. Storage is the informa-
tion system activity in which data are retained in an organized manner for later use.
For example, just as written text material gets organized into words, sentences, para-
graphs, and documents, stored data are commonly organized into a variety of data ele-
ments and databases. This organization facilitates their later use in processing or
retrieval as output when needed by users of a system. Such data elements and data-
bases are discussed further in Chapter 5, Data Resource Management.

An important information system activity is the control of system performance. An
information system should produce feedback about its input, processing, output,
and storage activities. This feedback must be monitored and evaluated to determine
whether the system is meeting established performance standards. Then appropriate sys-
tem activities must be adjusted so that proper information products are produced
for end users.

For example, a manager may discover that subtotals of sales amounts in a sales re-
port do not add up to total sales. This conflict might mean that data entry or process-
ing procedures need to be corrected. Then changes would have to be made to ensure
that all sales transactions would be properly captured and processed by a sales infor-
mation system.

As a business professional, you should be able to recognize the fundamental compo-
nents of information systems you encounter in the real world. This demand means

that you should be able to identify:

® The people, hardware, software, data, and network resources they use.

e The types of information products they produce.

e The way they perform input, processing, output, storage, and control activities.
This kind of understanding will help you be a better user, developer, and manager

of information systems. As we have pointed out in this chapter, this is important to

your future success as a manager, entrepreneur, business professional, or modern busi-
ness technologist.

IS Framework for Business Professionals. The IS
knowledge that a business manager or professional
needs to know is illustrated in Figure 1.2 and covered
in this chapter and text. This knowledge includes

(1) foundation concepts: fundamental behavioral, techni-
cal, business, and managerial concepts like system
components and functions, or competitive strategies;
(2) information technologies: concepts, developments, or
management issues regarding hardware, software,
data management, networks, and other technologies;

(3) business applications: major uses of I'T for business
processes, operations, decision making, and strategic/
competitive advantage; (4) development processes: how
end users and IS specialists develop and implement
business/I'T solutions to problems and opportunities
arising in business; and (5) management challenges:
how to manage the IS function and I'T resources
effectively and ethically to achieve top performance
and business value in support of the business strate-
gies of the enterprise.



Business Roles of Information Systems. Informa-
tion systems perform three vital roles in business firms.
Business applications of IS support an organization’s
business processes and operations, business decision
making, and strategic competitive advantage. Major
application categories of information systems include
operations support systems, such as transaction
processing systems, process control systems, and enter-
prise collaboration systems; and management support
systems, such as management information systems,
decision support systems, and executive information
systems. Other major categories are expert systems,
knowledge management systems, strategic information
systems, and functional business systems. However, in
the real world, most application categories are com-
bined into cross-functional information systems that
provide information and support for decision making
and also performing operational information process-
ing activities. Refer to Figures 1.7, 1.9, and 1.11 for
summaries of the major application categories of infor-
mation systems.

System Concepts. A system is a group of interrelated
components, with a clearly defined boundary, working
toward the attainment of a common goal by accepting
inputs and producing outputs in an organized transfor-
mation process. Feedback is data about the performance
of a system. Control is the component that monitors
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and evaluates feedback and makes any necessary adjust-
ments to the input and processing components to en-
sure that proper output is produced.

Information System Model. An information system
uses the resources of people, hardware, software, data,
and networks to perform input, processing, output,
storage, and control activities that convert data re-
sources into information products. Data are first col-
lected and converted to a form that is suitable for
processing (input). Then the data are manipulated and
converted into information (processing), stored for fu-
ture use (storage), or communicated to their ultimate
user (output) according to correct processing proce-
dures (control).

IS Resources and Products. Hardware resources
include machines and media used in information
processing. Software resources include computerized in-
structions (programs) and instructions for people (proce-
dures). People resources include information systems
specialists and users. Data resources include alphanu-
meric, text, image, video, audio, and other forms of data.
Network resources include communications media and
network support. Information products produced by an
information system can take a variety of forms, including
paper reports, visual displays, multimedia documents,
e-messages, graphics images, and audio responses.

Key Terms and Concepts

These are the key terms and concepts of this chapter. The page number of their first explanation appears in parentheses.

1.

Computer-based information
system (8)

. Control (29)

14.

Information (34)

a. Information products (35)

15. Information system (4)
3. Data (34) 16. Information system
4. Data or information activities (35)
processing (35) a. Tnput 35)
5. Data resources (33) b. Processing (35)
6. Developing successful information ¢. Output (35)
system solutions (18) d. Storage (36)
e. Control (36)
7. E-business (12) .
; o 17. Information system model (31)
8. E-business applications (12)
18. Intranet (12)
9. E-commerce (13)
19. Knowledge workers (32)
10. Enterprise collaboration . .
systems (13) 20. Management information
systems (15)
11. Extranet (12)
21. Network resources (34)
12. Feedback (29)
22. People resources (32)
13. Hardware resources (32)

a. Machines (32)
b. Media (33)

a. 1S specialists (32)
b. End users (32)

23.

24.

25.
26.

Roles of IS in business (8)

a. Support of business processes
and operations (8)

b. Support of business decision
making (8)

¢. Support of strategies for
competitive advantage (9)

Software resources (33)

a. Programs (33)
b. Procedures (33)

System (26)
Types of information systems (13)

a. Cross-functional informational
systems (15)
b. Management support
systems (14)
¢. Operations support systems (13)
d. Functional business systems (15)
e. Transaction processing
systems (14)
/- Process control systems (14)
g Enterprise collaboration
systems (14)
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Review Quiz

Match one of the previous key terms and concepts with one of the following brief examples or definitions. Look for the best
fit for answers that seem to fit more than one key term or concept. Defend your choices.

1

11

12,

—13.

—14.

—15.
—__16.

__17.

—_18.

—19.
—20.

—21.

. People who spend most of their workday creating,

using, and distributing information.

. Information systems support an organization’s

business processes, operations, decision making,
and strategies for competitive advantage.

. Using I'T to reengineer business processes to

support e-business operations.

. Using Web-based decision support systems to

support sales managers.

. Using information technology for e-commerce to

gain a strategic advantage over competitors.

. A system that uses people, hardware, software, and

network resources to collect, transform, and dis-
seminate information within an organization.

. An information system that uses computers and

their hardware and software.

. Anyone who uses an information system or the in-

formation it produces.

. Applications using the Internet, corporate

intranets, and interorganizational extranets for
e-business operations, e-commerce, and enterprise
collaboration.

. The buying, selling, marketing, and servicing of

products over the Internet and other networks.

Groupware tools to support collaboration among
networked teams.

A group of interrelated components with a clearly
defined boundary working together toward the
attainment of a common goal.

Data about a system’s performance.

Making adjustments to a system’s components so
that it operates properly.

Facts or observations.

Data that have been placed into a meaningful
context for an end user.

Converting data into information is a type of this
kind of activity.

An information system uses people, hardware,
software, network, and data resources to perform
input, processing, output, storage, and control
activities that transform data resources into
information products.

Machines and media.

Computers, disk drives, video monitors, and
printers are examples.

Magnetic disks, optical disks, and paper forms are
examples.

22
23
24

25,

__ 26

—27.
_28.
—29.
—30.
— 31.

—32.

—33.

34

35

—_36.

_ 37

—38.

—39.

—40.

41,

—42.

—43.

44

. Programs and procedures.

. A set of instructions for a computer.

. A set of instructions for people.

End users and information systems professionals.
. Using the keyboard of a computer to enter data.
Computing loan payments.

Printing a letter you wrote using a computer.
Saving a copy of the letter on a magnetic disk.
Having a sales receipt as proof of a purchase.

Information systems can be classified into
operations, management, and other categories.

Includes transaction processing, process control,
and end-user collaboration systems.

Includes management information, decision
support, and executive information systems.

Information systems that perform transaction
processing and provide information to managers
across the boundaries of functional business
areas.

Internet-like networks and Web sites inside a
company.

Interorganizational Internet-like networks among
trading partners.

Using the Internet, intranets, and extranets to
empower internal business operations, e-commerce,
and enterprise collaboration.

Information systems that focus on operational
and managerial applications in support of basic
business functions such as accounting or
marketing.

Data should be viewed the same way as any
organizational resource that must be managed
effectively to benefit all stakeholders in an
organization.

A major challenge for business managers and pro-
fessionals today in solving business problems.

Examples include messages, reports, forms, and
graphic images, which may be provided by video
displays, audio responses, paper products, and
multimedia.

These include communications media and
network infrastructure.

People who develop and operate information
systems.

The execution of a set of activities in order to
convert data into information.



___45. Those systems implemented in order to direct

physical conversion processes, such as oil refinement.

___46. The second stage of information systems evolu-

tion, focused on providing managerial users with
information relevant to decision making in the
form of predefined reports.
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—_47. A type of operation support systems geared toward

the recording and processing of data captured as a
result of business transactions.

__48. A type of operation support systems that en-

hance team and workgroup communication
and productivity.

Discussion Questions

. How can information technology support a company’s
business processes and decision making and give it a
competitive advantage? Give examples to illustrate your
answer.

. How does the use of the Internet, intranets, and ex-
tranets by companies today support their business pro-
cesses and activities?

. Refer to the Real Word Case on eCourier, Cablecom,
and Bryan Cave in the chapter. Jay Bregman, CTO
and cofounder of eCourier, notes that the company
hopes their innovative use of technology will become
a differentiator in their competitive market. More
generally, to what extent do specific technologies
help companies gain an edge over their competitors?
How easy or difficult would it be to imitate such
advantages?

. Why do big companies still fail in their use of informa-
tion technology? What should they be doing differently?

. How can a manager demonstrate that he or she is a re-
sponsible end user of information systems? Give several
examples.

10.

. Refer to the Real World Case on The New York Times

and Boston Scientific in the chapter, and think about any
technology-enabled innovations that you have read about
or come across recently. To what extent is innovation

about the technology itself, and to what extent is it about
changing the underlying ways that companies do business?

. What are some of the toughest management challenges

in developing I'T solutions to solve business problems
and meet new business opportunities?

. Why are there so many conceptual classifications of in-

formation systems? Why are they typically integrated in
the information systems found in the real world?

. In what major ways have information systems in busi-

ness changed during the last 40 years? What is one ma-
jor change you think will happen in the next 10 years?
Refer to Figure 1.4 to help you answer.

Refer to the real world example about responsibility
and accountability for project failures in the chapter.
Are these I'T projects, or business projects with a signif-
icant I'T component? Who should be responsible for
ensuring their success? Explain.

Analysis Exercises

Complete the following exercises as individual or group projects that apply chapter concepts to real-world business situations.

1. Understanding the Information System

The Library as an Information System

A library makes an excellent information systems
model. It serves as a very large information storage fa-
cility with text, audio, and video data archives. Look up
the definitions for each term listed below and briefly
explain a library’s equivalents.

a. Input

b. Processing
c. Output

d. Storage
e. Control

f. Feedback

. Career Research on the Web

Comparing Information Sources

Select a job title for a career you would like to pursue as
a summer intern or new graduate. Provide a real-world
example of each element in Figure 1.19. You may need
to interview someone familiar with this position to find
the information you require.

3.

Skydive Chicago: Efficiency and Feedback

Digital Data

Skydive Chicago (www.SkydiveChicago.com) is one of
the premier skydiving resorts in the United States, ser-
ving skydivers ranging in skills from first-time jumpers
to internationally competitive freefly teams.

Each student in Skydive Chicago’s training program
makes a series of progressive training jumps under the di-
rect supervision of a United States Parachute Association—
rated jumpmaster. The training program gears each
jump in the series toward teaching one or two new
skills. Jumpmasters video their students’ jumps. Stu-
dents use the feedback these videos provide to identify
mistakes. They often copy their videos onto a personal
tape for future reference.

Jumpmasters may also copy well-executed student
skydives to the facility’s tape library. All students are
given access to the dropzone’s training room and are
encouraged to watch video clips in preparation for their
next training jump. This step saves jumpmasters, who
are paid per jump, considerable time. Jumpmasters also



40 @ Module I / Foundation Concepts

use these videos to evaluate their training method’s
effectiveness.

a. How can this information system benefit the skydiv-
ing student?

b. How can this information system benefit Skydive
Chicago?

c. Draw an information systems model (Figure 1.19).
Fill in your diagram with the information about
people, hardware, software, and other resources
from this exercise.

. Are Textbooks History?

Trends in Information Systems

The wealth of free information available via the Inter-
net continues to grow at incredible rates. Search en-
gines such as Google make locating useful information
practical. This textbook often explores the Internet’s
impact on various industries, and the textbook industry
is no exception. Is it possible that free Internet content
might one day replace textbooks?

a. Go to www.google.com and use the search box to
look up “End user.” Were any of Google’s first five
search results useful with respect to this course?

b. Go to www.wikipedia.com and use the search box to
look up “Knowledge worker.” Compare Wikipedia’s
article with the information provided within this
textbook. Which source did you find easiest to use?

What advantages did Wikipedia provide? What ad-
vantages did this textbook provide?

c. Did Google, Wikipedia, or this textbook provide the
most useful information about “Intranets”? Why?

5. Careers in IS

Disaster Recovery
“How important are your data to you?” “What would
happen if . . . ?” While business managers focus on
solving business problems and determining what their
information systems should do, disaster recovery con-
sultants ask what would happen if things go wrong.
With careful advance planning, disaster recovery
specialists help their clients prevent calamity. Although
this topic covers a wide variety of software issues, instal-
lation configuration issues, and security threats, exam-
ining common end-user mistakes may also prove
enlightening. Common end-user mistakes include:

Failure to save work in progress frequently.

Failure to make a backup copy.

Failure to store original and backup copies in differ-
ent locations.

For each of the common end-user mistakes listed
above, answer the following questions:

a. How might this mistake result in data loss?

b. What procedures could you follow to prevent this
risk?
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Sew What? Inc.: The Role of

Information Technology in Small
Business Success

hat do Sting, Elton John, and Madonna have

in common? Besides being international rock

stars, they all use theatrical backdrops designed
and manufactured by custom drapery maker Sew What? Inc.
Based in Rancho Dominguez, California, Sew What? pro-
vides custom theatrical draperies and fabrics for stages,
concerts, fashion shows, and special events worldwide and
has become an industry leader in rock-and-roll staging.

Founded in 1992 by Australian-born Megan Duckett,
Sew What? has grown from a tiny kitchen-and-garage op-
eration to a multimillion-dollar enterprise, thanks to Duck-
ett’s never-say-no approach to customer satisfaction. “When
I see a problem, I just don’t back down. I find a way to over-
come it and I use everybody I know to help me,” she says.

What made it possible for a one-woman business that
started in a kitchen to evolve and grow into a multimillion-
dollar company with 35 employees? Megan Duckett at-
tributes her success to hard work, quality workmanship, and
especially information technology.

Sew What? has enjoyed explosive growth in recent years,
reaching $4 million per year in sales by the end of 2006.
Company president Duckett credits much of her firm’s rapid
growth to its ability to leverage information technology and
the Internet to drive sales. “Before we put up our Web site,
sewwhatinc.com, our business was almost all local,” says
Duckett. “But after launching the Web site three years ago,
we now have clients all over the world. In fact, last year our
revenue grew 45 percent on the previous year’ sales, and this
year we are on target to enjoy a 65 percent increase on 2005
sales. And nearly all that growth came from Web-driven sales.”

Although the company’s Web site may take center stage,
managing all the business the site brings in requires a lot of
effort behind the scenes. In particular, Duckett relies on a
solid I'T infrastructure to help keep the company running
smoothly. “We are a customer-centric company,” notes
Duckett. “It’s critical that we have excellent back-office in-
formation technology to manage the business and deliver
outstanding service to our customers.”

Sew What? runs most of its business with Intuit’s Quick-
Books Enterprise Solutions Manufacturing and Wholesale
Edition software and Microsoft’s Windows Server operating
system installed on a Dell PowerEdge 860 server, sporting
an Intel Xeon processor and 146 gigabytes of disk storage.
According to Duckett, “Running our business requires a lot
of storage. In addition to customer information and vital
operational and financial QuickBooks files, we need to store
thousands of drapery and fabric image files, customer instruc-
tion document files, and other types of data.” Sew What?’s
additional computer support includes an older Dell Pow-
erEdge 500 server dedicated to a few smaller applications and
a variety of Dell desktop PC systems for employees.

Sew What? started in 1992 as a part-time endeavor, with
Duckett cutting and sewing fabric on her kitchen table. She

went full time in 1997 and incorporated in 1998. The im-
portant role technology plays in running a successful small
business hit home when she lost a big contract. The poten-
tial client said that without a Web site, her company “lacked
credibility.” “Before losing that contract, I thought, ‘I run a
sewing business, a cottage craft. I don’t need a Web site,””
she says. Duckett admits she was rather cocky, mainly be-
cause she had grown her business “quite well” by word of
mouth alone. “I quickly learned the error of that thought
process. You can’t have that attitude and stick around,” she
acknowledges.

Losing the contract also coincided with a period of low
growth between 2001 and 2002. That’s when Duckett de-
cided to embrace technology. Using Microsoft Publisher,
she designed and built her own Web site. “You figure things
out and learn how to do it yourself when budgets are thin,”
she admits.

Duckett kept working to improve the site and make it
better for her customers. A year later, feeling that the site
needed refreshing, she signed up for a 10-week course in
Dreamweaver and again completely rebuilt the site. Yet an-
other Web site reconstruction helped Sew What? grow into
a company with customers around the world and a clientele
list that includes international rock stars, Gucci, and Rolling
Stone magazine.

In 2005, Duckett decided she needed to improve the
site’s navigation because “I wanted it to be sleek and to pro-
vide a really good customer experience. That was beyond my
abilities, so we hired a Web marketing consulting company
to build a custom navigation system for the site.”

She worked with the hired guns on branding, search en-
gine optimization, overall design, and site layout. Duckett
still provides all the content, including text and images.
There’s also a Spanish version of the site, and the profession-
als tuned up the main site’s search features to include spell-
ing variants for different English-speaking countries. For
example, you can search for the American spelling of theater
or the British and Australian version, theatre.

The site also lets potential customers review all kinds
of color swatches and teaches them how to calculate accu-
rate measurements for their projects; the differences be-
tween a scrim, a tormentor, and a traveler curtain; the
proper care and feeding of a variety of drapery materials;
and a lot more.

While perusing the Dell Web site one day, Duckett saw
a news article about the Dell/NFIB Small Business Excel-
lence Award. The National Federation of Independent Busi-
nesses (NFIB) and Dell Inc. present this annual prize to one
small business in recognition of its innovative use of tech-
nology to improve its customers’ experience. The winner
receives $30,000 worth of Dell products and services, a life-
time membership to the NFIB, and a day at Dell’s headquar-
ters with Michael Dell and other senior executives.



42 @ Module I/ Foundation Concepts

“The description of the kinds of businesses they
were looking for perfectly described Sew What?” Duckett
realized. “Everything they were looking for, we’d done, so I
decided to enter. My husband [and business partner] laughed
and reminded me that I never win anything.” Writing the
essay for the contest caused Duckett to reflect on everything
she and her employees had achieved over the years: “We got
to sit back and feel really proud of ourselves. Just that proc-
ess was enough to invigorate everyone in our weekly pro-
duction meetings.”

The contest judges also recognized Megan Duckett’s
passionate commitment to customer satisfaction and use of
information technology for business success, so they awarded
Sew What? the Small Business Excellence Award. Winning
the award proved to be a very emotional experience. Look-
ing at the caliber and achievements of the nine other final-
ists, Duckett figured Sew What? would remain just a top-10
finalist: “I could not believe that a big company like Dell—so
entrepreneurial and advanced in every way—would look at
our little company and recognize it.”

Like other small business owners, Duckett puts an enor-
mous amount of physical and emotional energy into her
work. “Winning this award is so flattering on a personal
level,” she says. “This business is ingrained in every cell of
my body, and to have someone saying, ‘Good job,” well, in
small business, nobody ever says that to you.”

That may have been true previously, but Sew What?’s
technology leadership and business success continue to earn
recognition. In March 2007, the company received a Stevie
Award for Women in Business for “most innovative company

1. How do information technologies contribute to the
business success of Sew What? Inc.? Give several exam-
ples from the case regarding the business value of infor-
mation technology that demonstrate this conclusion.

2. If you were a management consultant to Sew What?
Inc., what would you advise Megan Duckett to do at
this point to be even more successful in her business?
What role would information technology play in your
proposals? Provide several specific recommendations.

3. How could the use of information technology help a
small business you know be more successful? Provide
several examples to support your answer.

of the year” among those with up to 100 employees. A few
months earlier, Sew What? had received an SMB 20 Award
from PC Magazine, which honors 20 of the most technologi-
cally innovative small- and medium-sized businesses (SMBs)
each year. “Small and medium businesses drive today’s econ-
omy. However, they often don’t get the attention and recog-
nition they deserve,” said PC Magazine’s Editor-in-Chief, Jim
Louderback. “We want to highlight the hard work, techno-
logical leadership, and innovative spirit of thousands of SMB
companies throughout the world.”

Duckett plans to use her prize winnings to add a bar
code system that can track the manufacturing process at the
company’s warechouse. In the drapery business, fabric is
stored on a roll in the warehouse and then moves through
different stages: receiving, cutting, sewing, shipping, and so
forth. The scanning process will enable Duckett’s team to
track how long the fabric stays in any given stage. These
data will give them a better idea of their costs, which will
then help them produce more accurate price lists.

“We don’t need to charge an hour and a half for labor if
the cutting only takes an hour and 15 minutes,” Duckett
notes. Currently, the company uses a handwritten system of
sign-in and sign-out sheets that, she says, takes too long and
introduces too many errors. “The new system will also let us
track the progress of individual orders,” she promises.
“We’ll be able to provide better service by keeping the cus-
tomer updated.”

Source: Adapted from Lauren Simonds, “Pay Attention to the Woman Be-
hind the Curtain,” SmallBusinessComputing.com, July 21, 2006.
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1. Search the Internet to help you evaluate the business
performance of Sew What? Inc. and its competitors at
the present time. What conclusions can you draw from
your research about Sew What?’s prospects for the fu-
ture? Report your findings and recommendations for
Sew What?’s continued business success to the class.

2. Small businesses have been slower to integrate informa-
tion technology into their operations than larger com-
panies. Break into small groups with your classmates to
discuss the reasons for this state of affairs, identifying
several possible I'T solutions and their business benefits
that could help small businesses become more successful.
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JetBlue and the Veterans
Administration: The Critical
Importance of IT Processes

hen most people think of information technol-
ogy, software and hardware immediately come
to mind. While these are certainly important,
good I'T processes, particularly those that need to kick in dur-
ing a disaster situation, are also critical. Most important, these
need to be in place before, and not after, they are needed. For
an example, go back to February 2007, when JetBlue Airways
was forced to cancel more than 1,000 flights after an ice storm.

“For one, we didn’t have enough of our home-office em-
ployees or crew members trained on our reservation system,
so while we were dispatching people to the airports to help,
which was great, they weren’t trained to actually use the com-
puter system. So we’re going through a process now where
we're actively training those crew members,” says spokesman
Eric Brinker. The discount airline is also in the process of ex-
panding the capabilities of its reservation crew members so
they can accept more inbound calls. “We basically maxed
out,” Brinker said. “We’re working on a system to be able to
automatically notify them better to take phone calls.”

In the middle of the crisis, JetBlue’s I'T department de-
veloped a database that allowed the airline’s scheduling team
to improve multitasking. “They were receiving tons of
phone calls from our crew members, and we created a data-
base to enter in the whereabouts of our crew members.
Then that information would sync up with the information
about the crew members that was in the main system,”
Brinker said. “Now, during a weather situation, our flight
crews and flight hands can call us and give us the location of
where they are, and we can start to rebuild the airline im-
mediately using this tool. We do that by cross-referencing
where the crew members say they are versus where the com-
puter says they are, which weren’t always in sync.”

Brinker said the airline had never experienced a full
meltdown before, so it hadn’t needed to use this type of
database. “The system, which was developed in 24 hours and
implemented in the middle of JetBlue’s crisis, has now been
implemented as a full-time system,” he said. “It’s a real behind-
the-scenes improvement for both our crew members and cus-
tomers,” he said. JetBlue is also improving the way it
communicates with its customers, including pushing out auto-
mated flight alerts to customers via e-mail and mobile devices.

Even seemingly smaller and less critical processes can
have ramifications of a large magnitude in the interconnected
world in which we live. In September 2007, during a hearing
by the House Committee on Veterans’ Affairs, lawmakers
learned about an unscheduled system failure that took down
key applications in 17 Veterans Administration (VA) medical
facilities for a day. Dr. Ben Davoren, the director of clinical
informatics for the San Francisco VA Medical Center, char-
acterized the outage as “the most significant technological
threat to patient safety the VA has ever had.” Yet the shut-
down grew from a simple change in management procedure
that wasn’t properly followed. The small, undocumented

change ended up bringing down the primary patient applica-
tions at 17 VA medical centers in northern California.

The breakdown exposed just how challenging it is to ef-
fect substantial change in a complex organization the size of
the VA Office of Information & Technology (OI&T). Begun
in October 2005 and originally scheduled to be completed by
October 2008, the “reforming” of the I'T organization at the
VA involved several substantial goals. As part of the reform
effort, the VA was to shift local control of I'T infrastructure
operations to regional data-processing centers.

Historically, each of the 150 or so medical centers run
by the VA had its own I'T service, its own budget authority,
and its own staff, as well as independence with regard to
how the I'T infrastructure evolved. All of the decisions re-
garding I'T were made between a local I'T leadership official
and the director of that particular medical center. While
that made on-site I'T staff responsive to local needs, it made
standardization across sites nearly impossible in areas such
as security, infrastructure administration and maintenance,
and disaster recovery.

On the morning of August 31, 2007, staffers in medical
centers around northern California starting their workday
quickly discovered that they couldn’t log onto their patient
systems. The primary patient applications, Vista and CPRS,
had suddenly become unavailable. Vista, which stands for
Veterans Health Information Systems and Technology Ar-
chitecture, is the VAs system for maintaining electronic
health records. CPRS, the Computerized Patient Record
System, is a suite of clinical applications that provides an
across-the-board view of each veteran’s health record. It in-
cludes a real-time order-checking system, a notification sys-
tem to alert clinicians of significant events, and a clinical
reminder system. Without access to Vista, doctors, nurses,
and others were unable to pull up patient records.

“There was a lot of attention on the signs and symptoms
of the problem and very little attention on what is very often
the first step you have in triaging an I'T incident, which is,
‘What was the last thing that got changed in this environ-
ment?”” Director Eric Raffin said.

The affected medical facilities immediately implemented
their local contingency plans, which consist of three levels:
the first of those is a fail-over from the Sacramento Data
Center to the Denver Data Center, according to Bryan D.
Volpp, associate chief of staff and clinical informatics. Volpp
assumed that the data center in Sacramento would move
into the first level of backup—switching over to the Denver
data center. It didn’t happen.

On that day, the Denver site wasn’t touched by the out-
age at all. The 11 sites running in that region maintained
their normal operations throughout the day. So why didn’t
Raffin’s team make the decision to fail over to Denver?
“What the team in Sacramento wanted to avoid was putting
at risk the remaining 11 sites in the Denver environment,
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facilities that were still operating with no glitches. The
problem could have been software-related,” Raffin says. In
that case, the problem may have spread to the VA's Denver
facilities, as well. Since the Sacramento group couldn’t pin-
point the problem, they made a decision not to fail over.

Greg Schulz, senior analyst at The Storage I/0 Group,
said the main vulnerability with mirroring is exactly what
Raffin feared. “If I corrupt my primary copy, then my mirror
is corrupted. If T have a copy in St. Louis and a copy in Chi-
cago and they’re replicating in real time, they’re both cor-
rupted, they’re both deleted.” That’s why a point-in-time
copy is necessary, Schulz continued. “I have everything I
need to get back to that known state.”

According to Volpp, “the disruption severely interfered
with our normal operation, particularly with inpatient and
outpatient care and pharmacy.” The lack of electronic
records prevented residents on their rounds from accessing
patient charts to review the prior day’s results or add orders.
Nurses couldn’t hand off from one shift to another through
Vista, as they were accustomed. Discharges had to be writ-
ten out by hand, so patients didn’t receive the normal lists of
instructions or medications, which were usually produced
electronically.

Volpp said that within a couple of hours of the outage,
“most users began to record their documentation on paper,”
including prescriptions, lab orders, consent forms, and vital
signs and screenings. Cardiologists couldn’t read EKGs,
since those were usually reviewed online, nor could they or-
der, update, or respond to consultations.

1. Eric Brinker of JetBlue noted that the database devel-
oped during the crisis had not been needed before be-
cause the company had never experienced a meltdown.
What are the risks and benefits associated with this ap-
proach to I'T planning? Provide some examples of each.

2. With hindsight, we now know that the decision made
by Eric Raffin of the VA not to fail over to the Denver
site was the correct one. However, it involved failing to
follow established backup procedures. With the infor-
mation he had at the time, what other alternatives could
he have considered? Develop at least two of them.

3. A small, undocumented change resulted in the collapse
of the VA system, largely because of the high interrela-
tionship between its applications. What is the positive
side of this high degree of interconnection, and how
does this benefit patients? Provide examples from the
case to justify your answer.

In Sacramento, the group finally got a handle on what
had transpired to cause the outage. “One team asked for a
change to be made by the other team, and the other team
made the change,” said Raffin. It involved a network port
configuration, but only a small number of people knew
about it. More important, said Raffin, “the appropriate
change request wasn’t completed.” A procedural issue was at
the heart of the problem. “We didn’t have the documenta-
tion we should have had,” he said. If that documentation for
the port change had existed, Raffin noted, “that would have
led us to very quickly provide some event correlation: Look
at the clock, look at when the system began to degrade, and
then stop and realize what we really needed to do was back
those changes out, and the system would have likely restored
itself in short order.”

According to Evelyn Hubbert, an analyst at Forrester
Research Inc., the outage that struck the VA isn’t uncom-
mon. “They don’t make the front page news because it’s em-
barrassing.” Then, when something happens, she says, “it’s a
complete domino effect. Something goes down, something
else goes down. That’s unfortunately typical for many or-
ganizations.” Schulz concurred. “You can have all the best
software, all the best hardware, the highest availability, you
can have the best people,” Schulz said. “However, if you
don’t follow best practices, you can render all of that useless.”

Source: Adapted from Linda Rosencrance, “Overwhelmed I'T Systems Partly
to Blame for JetBlue Meltdown,” Computerworld, February 20, 2007; and
Dian Schaffhauser, “The VAs Computer Systems Meltdown: What Hap-
pened and Why,” Computerworld, November 20, 2007.
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1. Go online and search for reports on the aftermath of
these two incidents. What consequences, financial and
otherwise, did the two organizations face? What
changes, if any, were implemented as a result of these
problems? Prepare a report and present your findings
to the class.

2. Search the Internet for examples of problems that com-
panies have had with their IT processes. Break into
small groups with your classmates to discuss your find-
ings and what solutions you can propose to help organi-
zations avoid the problems you discovered.
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Strategic IT

Competitive
Strategy
Concepts

Competitive Forces
and Strategies

Fundamentals of Strategic
Advantage

Technology is no longer an afterthought in forming business strategy, but the actual cause
and driver.

This chapter will show you that it is important to view information systems as
more than a set of technologies that support efficient business operations, workgroup
and enterprise collaboration, or effective business decision making. Information tech-
nology can change the way businesses compete. You should also view information
systems strategically, that is, as vital competitive networks, as a means of organiza-
tional renewal, and as a necessary investment in technologies; such technologies help
a company adopt strategies and business processes that enable it to reengineer or rein-
vent itself to survive and succeed in today’s dynamic business environment.

Section I of this chapter introduces fundamental competitive strategy concepts that
underlie the strategic use of information systems. Section II then discusses several ma-
jor strategic applications of information technology used by many companies today.

Read the Real World Case regarding how to quantify the risks (and value) of
investing in I'T. We can learn a lot about how I'T can best be managed to provide
superior returns on investment from this case. See Figure 2.1.

In Chapter 1, we emphasized that a major role of information systems applications in
business is to provide effective support of a company’s strategies for gaining competi-
tive advantage. This strategic role of information systems involves using information
technology to develop products, services, and capabilities that give a company major
advantages over the competitive forces it faces in the global marketplace.

"This role is accomplished through a strategic information architecture: the collec-
tion of strategic information systems that supports or shapes the competitive position
and strategies of a business enterprise. So a strategic information system can be any
kind of information system (e.g., TPS, MIS, and DSS) that uses information technol-
ogy to help an organization gain a competitive advantage, reduce a competitive disad-
vantage, or meet other strategic enterprise objectives.

Figure 2.2 illustrates the various competitive forces a business might encounter, as
well as the competitive strategies that can be adopted to counteract such forces. It is
important to note that the figure suggests that any of the major strategies may be
deemed useful against any of the common competitive forces. Although it is rare and
unlikely that a single firm would use all strategies simultaneously, each has value in
certain circumstances. For now, it is only important that you become familiar with the
available strategic approaches. Let us look at several basic concepts that define the role
of competitive strategy as it applies to information systems.

How should a business professional think about competitive strategies? How can a
business use information systems to apply competitive strategies? Figure 2.2 illustrates
an important conceptual framework for understanding forces of competition and the
various competitive strategies employed to balance them.

A company can survive and succeed in the long run only if it successfully devel-
ops strategies to confront five competitive forces that shape the structure of compe-
tition in its industry. In Michael Porter’s classic model of competition, any business
that wants to survive and succeed must effectively develop and implement strategies
to counter (1) the rivalry of competitors within its industry, (2) the threat of new entrants
into an industry and its markets, (3) the threat posed by substitute products that might
capture market share, (4) the bargaining power of customers, and (5) the bargaining power

of suppliers.
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How to Win Friends and

Influence Business People:
Quantify IT Risks and Value

IO Tim Schaefer thinks words do matter.

When he looked at the words I'T used inside
Northwestern Mutual Life, he felt that they sent ex-
actly the wrong message about I'T’ role in meeting business
goals. So, over the last 18 months, these words are out: I'T costs,
internal customers, I'T leaders, alignment, and I'T systems.
These words are in: I'T investments, external customers, busi-
ness leaders, integration, service levels, and I'T assets. In addi-
tion, “I'T and the business” is now referred to as “our business.”
“We came to realize we ourselves were building the wall.
We were distinguishing ourselves from the rest of the
company,” says Schaefer. “We were somehow different. We
had all this special knowledge. So this whole concept of
black box, and the gap in the relationship, we came to realize
was of our own doing.” As part of a broader change of I'T
strategy and culture, Schaefer has asked the top 150 leaders

in IT to commit to being business leaders, not I'T leaders.
Symbolic, semantics, and a whole lot of fuss? Sure—if I'T
continued to behave exactly the same way it always has. At
Northwestern Mutual, a life insurance and investment com-
pany with more than $155 billion in assets, IT has not. IT
started by working very hard to put a real value on I'T assets.
Although the process is ongoing, Schaefer says the company
now knows it has I'T assets worth “somewhere north of $3
billion.” I'T can talk about service levels in terms that busi-
ness units care about: Causing problems in the underwriting
process costs $11,000 an hour in lost productivity, and prob-
lems that keep the field force from using their client man-

agement tools costs $25,000 an hour.

Schaefer’s goal is to get I'T systems to be viewed as a
business asset, with a value every bit as real as the buildings

FIGURE 2.1
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Source: © Getty Images.

and land the company owns. Getting there requires a port-
folio approach to all of its I'T assets. That’s not a project
portfolio approach that many I'T teams have, but an invest-
ment portfolio with the same type of processes the company
uses to manage holdings in stocks, bonds, real estate, or pri-
vate equity. Instead of considering whether to buy, hold, or
sell assets, though, the IT asset portfolio assesses I'T systems
and applications through a framework called TIME: toler-
ate, invest, migrate, or eliminate.

Putting a value on an I'T asset isn’t easy. Northwestern
Mutual’s I'T team does so by working hand-in-hand with the
business units that rely on them. How many more employees
would it take to process claims if the software system used for
that didn’t exist? What’s the replacement cost? What’s the
cost per hour to the business if it goes down? Getting an asset
value is only the first step, though. All of these factors go into
whether and how to invest more into that asset. “If we don’t
do the right things with these $3 billion worth of assets, we’re
not going to optimize the value,” Schaefer says.

This asset-and-investment philosophy drives which I'T
projects the company invests in. Lots of companies have a tech-
nology strategy committee to help guide I'T spending, as does
Northwestern Mutual Life. “We’re transitioning them into an
investment management board,” Schaefer says. Northwestern
Mutual Life has a number of boards to guide its investment
into financial asset classes on behalf of policyholders; these
boards set broad strategy to determine the best opportunities
for return in those categories. Discussions in the technology
strategy committee are moving in the same direction.

From that process, the committee has targeted specific
high-return investment opportunities for technology. For
example, technology that reduces barriers of time and space is
on that list. Northwestern Mutual’s network includes more
than 7,000 financial representatives, and those representatines
in the western United States states cover massive territory. Yet
they’re obligated to meet with clients regularly to make sure
they’re recommending suitable investments. A video link that
lets a Colorado-based representative do live meeting conversa-
tions with his three clients in Wyoming in a half day instead of
three days on the road offers a measurable value. There’s an-
other word that matters to Schaefer, which fits this financial
discussion: partner. Of course, I'T wants to be considered a
partner with business units on projects, but it has a clear defini-
tion for that: I'T shares the business risk and benefits, including
financial, from IT investments. “We should feel as bad when
they aren’t meeting their objectives as they do,” he says.

Conventional wisdom, as well as decades of I'T project
failures and less-than-desirable outcomes, tells us that every
tech-related investment—from a massive SAP ERP rollout
to a small CRM deployment—comes with some amount of
risk. In fact, according to Forrester Research VP and princi-
pal analyst Chip Gliedman, “of all investments within an or-
ganization, investment in IT is generally assumed to have
the most risk associated with it. Yet, it is surprising that I'T
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investment has traditionally received the least amount of at-
tention when it comes to risk management.”

Since 2003, when the software and equipment compo-
nents of the U.S. GDP took their largest fall in 15 years,
most CEOs have viewed technology as a cost rather than an
investment. Although budgets have expanded during the
past few years, the growth rates have been modest, and most
of the money has gone to fortifying financial systems,
whereas front-office systems have ranked the lowest.

Companies, having neglected the customer far too long
in their technology investments, are likely to start to feel the
effect as frustrated customers go elsewhere. Customers will
grow even more frustrated when they deal with clunky cor-
porate systems after years of enjoying tremendous innova-
tion in the consumer technology they use.

The contrast is a direct result of treating technology as a
cost. This viewpoint has preserved an older set of technolo-
gies that weren’t built for the Internet. Many large enter-
prises are now realizing that without investment in new
systems, no new wave of productivity improvement is possi-
ble. The question of how to manage this new wave of invest-
ment and keep costs under control, however, is still baffling
even the best of them.

The process of risk measurement has been “confounding
decision-makers within I'T for some time,” Gliedman asserts.
As a result, companies rely on weak qualitative analysis that
only loosely ties to enterprise-application project outcomes,
he says. Gliedman breaks down I'T risk factors into two cat-
egories: implementation and impact risks. Implementation-
based risks relate to areas such as project size (“the larger the
project, the higher the level of uncertainty about the out-
come”) and the technology and vendor (will they both deliver
on the intended benefits?). Impact-based risks include cul-
tural, training, and managerial factors that can all signifi-
cantly affect any project’s outcome and benefits.

“While the risk analysis cannot on its own point to the
best course of action, it can provide the additional shading to
management so that the eventual decision is an informed

1. By changing the way his group talks about I'T invest-
ments, CIO Tim Schaefer is trying to change the way
the rest of the company sees I'T. Why do you think this
is necessary? What would be the prevailing mindset
about I'T in his company, such that he needs to do
something about it? Provide some examples of how
IT may be regarded in this organization.

2. Chip Gliedman of Forrester Research breaks down I'T
risks into implementation and impact considerations.
Why do you think these are so difficult to manage?
What makes I'T investments different from investments
in other areas of a company?

3. Do you agree with the notion that I'T investments can be
treated in the same manner as financial investments, and
similarly quantified by putting a dollar value to them?
Why or why not? Would your answer change depending
on the type of I'T investment under consideration?

one,” Gliedman notes. “Likewise, expectations can be set
properly, avoiding overly rosy ROI projections that will lead
to inevitable disappointment.”

Most I'T departments today could use help in the ongo-
ing struggle to align I'T with the business and vice versa:
Business executives are frustrated by application uptime
challenges and their significant costs to the company’s bot-
tom line, although IT isn’t fully aware of that. The business
side is also not at all excited about long-term enterprise
projects; as a consequence of both of these issues, they’re
feeling animosity toward I'T.

Providing more risk transparency to the Mahogany Row
on all IT projects could be a huge win for I'T departments
right now.

One more thing about the words I'T uses. Schaefer and
his leadership team made a deliberate choice not to rename
the IT department to become the business technology de-
partment, even though that’s their mindset. They worried
that a name change might sound superficial to the business
units; instead, they focused on how they talk about I'T every
day. The message alone doesn’t mean a thing if the I'T team
doesn’t act differently, by valuing I'T assets and then opti-
mizing them. But the message does matter, because it likely
reflects how I'T thinks about its role in the business and how
business units perceive I'T. And it’s critical to help change the
culture of the organization.

Schaefer has an advantage in getting the company to
think and talk about IT as a financial asset. Assets, invest-
ments, and returns are the natural language at Northwestern
Mutual, a financial services company. But it is not a stretch
for nonfinancial I'T organizations to embrace this frame-
work and to put hard values on I'T assets.

“Listen to the words you use,” Schaefer advises.

Source: Adapted from Chris Murphy, “Global CIO: What’s I'T Worth?
Northwestern Mutual Life CIO Knows,” InformationWeek, March 8, 2010;
Thomas Wailgum, “How to Win CFO Friends and Influence Business Peo-
ple: Quantify I'T Investment Risk,” CIO.com, April 22, 2009; and Bob Suh,
“Gearing Up for Recession: Technology as an Investment, not a Cost,” Con-
puterworld, March 14, 2008.

—*

1. Do you agree with the approach and metrics used by
Northwestern Mutual to value their IT investments?

2. Can you think of alternative ways, and how those might
stack up against those discussed in the case? Break into
small groups with your classmates to discuss the pros
and cons of alternative approaches to valuing the im-
pacts of I'T in a company.

3. Go online and search for examples of I'T projects that
have been successful, as well as those that have failed.
Make a list of the different factors that seem to influ-
ence the outcome of these implementations. Can you
group them into the categories discussed in the case?
Which seem to be the most important? Prepare a pres-
entation to share your findings.
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Businesses can develop
competitive strategies to
counter the actions of

the competitive forces they

confront in the marketplace.
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Competitive Forces

Competition is a positive characteristic in business, and competitors share a natural,
and often healthy, rivalry. This rivalry encourages and sometimes requires a constant
effort to gain competitive advantage in the marketplace. This ever-present competitive
force requires significant resources on the part of a firm.

Guarding against the threat of new entrants also requires the expenditure of signifi-
cant organizational resources. Not only do firms need to compete with other firms in the
marketplace, but they must also work to create significant barriers to the entry of new
competition. This competitive force has always been difficult to manage, but it is even
more so today. The Internet has created many ways to enter the marketplace quickly and
with relatively low cost. In the Internet world, a firm’s biggest potential competitor may
be one that is not yet in the marketplace but could emerge almost overnight.

The threat of substitutes is another competitive force that confronts a business.
The effect of this force is apparent almost daily in a wide variety of industries, often at
its strongest during periods of rising costs or inflation. When airline prices get too
high, people substitute car travel for their vacations. When the cost of steak gets too
high, people eat more hamburger and fish. Most products or services have some sort
of substitute available to the consumer.

Finally, a business must guard against the often opposing forces of customer and
supplier bargaining powers. If customers’ bargaining power gets too strong, they can
drive prices to unmanageably low levels or just refuse to buy the product or service. If
a key supplier’s bargaining power gets too strong, it can force the price of goods and
services to unmanageably high levels or just starve a business by controlling the flow
of parts or raw materials essential to the manufacture of a product.

Figure 2.2 also illustrates that businesses can counter the threats of competitive forces
that they face by implementing one or more of the five basic competitive strategies.

e Cost Leadership Strategy. Becoming a low-cost producer of products and
services in the industry or finding ways to help suppliers or customers reduce
their costs or increase the costs of competitors.



50 @ Module I/ Foundation Concepts

Strategic Uses
of Information
Technology

Other Strategic

Initiatives

e Differentiation Strategy. Developing ways to differentiate a firm’s products and
services from those of its competitors or reduce the differentiation advantages of
competitors. This strategy may allow a firm to focus its products or services to
give it an advantage in particular segments or niches of a market.

¢ Innovation Strategy. Finding new ways of doing business. This strategy may
involve developing unique products and services or entering unique markets or
market niches. It may also involve making radical changes to the business proc-
esses for producing or distributing products and services that are so different
from the way a business has been conducted that they alter the fundamental
structure of an industry.

e Growth Strategies. Significantly expanding a company’s capacity to produce
goods and services, expanding into global markets, diversifying into new products
and services, or integrating into related products and services.

e Alliance Strategies. Establishing new business linkages and alliances with cus-
tomers, suppliers, competitors, consultants, and other companies. These linkages
may include mergers, acquisitions, joint ventures, formation of virtual companies,
or other marketing, manufacturing, or distribution agreements between a busi-
ness and its trading partners.

One additional point regarding these strategies is that they are not mutually exclu-
sive. An organization may make use of one, some, or all of the strategies in varying
degrees to manage the forces of competition. Therefore, a given activity could fall into
one or more of the categories of competitive strategy. For example, implementing a
system that allows customers to track their orders or shipments online could be con-
sidered a form of differentiation if the other competitors in the marketplace do not
offer this service. If they do offer the service, however, online order tracking would
not serve to differentiate one organization from another.

If an organization offers its online package tracking system in a manner that allows
its customers to access shipment information via not only a computer but a mobile
phone as well, then such an action could fall into both the differentiation and innova-
tion strategy categories. Think of it this way: Not everything innovative will serve to
differentiate one organization from another. Likewise, not everything that serves to
differentiate organizations is necessarily viewed as innovative. These types of observa-
tions are true for any combination of the competitive strategies, thus making them
complementary to each other rather than mutually exclusive.

How can business managers use investments in information technology to support a
firm’s competitive strategies? Figure 2.3 answers this question with a summary of the
many ways that information technology can help a business implement the five basic
competitive strategies. Figure 2.4 provides examples of how specific companies have
used strategic information systems to implement each of these five basic strategies for
competitive advantage. Note the major use of Internet technologies for e-business and
e-commerce applications. In the rest of this chapter, we discuss and provide examples
of many strategic uses of information technology.

There are many strategic initiatives available to a firm in addition to the five basic
strategies of cost leadership, differentiation, innovation, growth, and alliance. Let’s
look at several key strategies that can also be implemented with information technol-
ogy. They include locking in customers or suppliers, building switching costs, raising
barriers to entry, and leveraging investment in information technology.

Investments in information technology can allow a business to lock in customers
and suppliers (and lock out competitors) by building valuable new relationships with
them. These business relationships can become so valuable to customers or suppliers
that they deter them from abandoning a company for its competitors or intimidate
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A summary of how
information technology
can be used to implement
the five basic competitive
strategies. Many companies
are using Internet
technologies as the
foundation for such
strategies.
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Basic Strategies in the Business Use of Information Technology

Lower Costs
® Use IT to substantally reduce the cost of business processes.

e Use IT to lower the costs of customers or suppliers.

Differentiate
® Develop new IT features to differentiate products and services.

® Use IT features to reduce the differentiation advantages of competitors.

® Use IT features to focus products and services at selected market niches.

Innovate
® Create new products and services that include I'T components.

® Develop unique new markets or market niches with the help of I'T.

® Make radical changes to business processes with I'T that dramatically cut costs;
improve quality, efficiency, or customer service; or shorten time to market.

Promote Growth
® Use IT to manage regional and global business expansion.

® Use IT to diversify and integrate into other products and services.

Develop Alliances
® Use IT to create virtual organizations of business partners.

® Develop interenterprise information systems linked by the Internet and extranets

and others.

that support strategic business relationships with customers, suppliers, subcontractors,

FIGURE 2.4  Examples of how, over time, companies have used information technology to implement five competitive
strategies for strategic advantage.

Company

Strategic Use of

Information Technology

Business Benefit

Cisco Systems

Staples Inc. and
Partners

Virtual manufacturing
alliances

Online one-stop
shopping with partners

Cost Leadership Dell Computer Online build to order Lowest-cost producer
Priceline.com Online seller bidding Buyer-set pricing
eBay.com Online auctions Auction-set prices

Differentiation AVNET Marshall Customer/supplier of Increase in market share

e-commerce
Moen Inc. Online customer design Increase in market share
Consolidated Freightways Customer online shipment tracking Increase in market share
Innovation Charles Schwab & Co. Online discount Market leadership
stock trading
Federal Express Online package tracking and Market leadership
flight management
Amazon.com Online full-service Market leadership
customer systems

Growth Citicorp Global intranet Increase in global market

Walmart Merchandise ordering by Market leadership
global satellite network
Toys ‘R’ Us Inc. POS inventory tracking Market leadership
Alliance Walmart/Procter & Automatic inventory Reduced inventory
Gamble replenishment by supplier cost/increased sales

Agile market
leadership
Increase in market share
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FIGURE 2.5 Additional ways that information technology can be used to implement competitive strategies.

Other Strategic Uses of Information Technology

Develop interenterprise information systems whose convenience and efficiency create switching costs that lock in

customers or suppliers.

Make major investments in advanced I'T applications that build barriers to entry against industry competitors or

outsiders.

Include I'T components in products and services to make substitution of competing products or services more difficult.

Leverage investment in IS people, hardware, software, databases, and networks from operational uses into strategic

applications.

Boeing: Saving
Big by Cutting
Imaging Costs

them into accepting less profitable business arrangements. Early attempts to use infor-
mation systems technology in these relationships focused on significantly improving
the quality of service to customers and suppliers in a firm’s distribution, marketing,
sales, and service activities. More recent projects characterize a move toward more
innovative uses of information technology.

A major emphasis in strategic information systems has been to find ways to create
switching costs in the relationships between a firm and its customers or suppliers. In
other words, investments in information systems technology, such as those mentioned
in the Boeing example, can make customers or suppliers dependent on the continued
use of innovative, mutually beneficial interenterprise information systems. They then
become reluctant to pay the costs in time, money, effort, and inconvenience that it
would take to switch to a company’s competitors.

By making investments in information technology to improve its operations or
promote innovation, a firm could also raise barriers to entry that would discourage or
delay other companies from entering a market. Typically, these barriers increase the
amount of investment or the complexity of the technology required to compete in an
industry or a market segment. Such actions tend to discourage firms already in the
industry and deter external firms from entering the industry.

Investing in information technology enables a firm to build strategic I'T capabili-
ties so that they can take advantage of opportunities when they arise. In many cases,
this happens when a company invests in advanced computer-based information sys-
tems to improve the efficiency of its own business processes. Then, armed with this
strategic technology platform, the firm can leverage investment in IT by developing
new products and services that would not be possible without a strong IT capability.
An important current example is the development of corporate intranets and extranets
by many companies, which enables them to leverage their previous investments in
Internet browsers, PCs, servers, and client/server networks. Figure 2.5 summarizes
the additional strategic uses of I'T we have just discussed.

Hitting “Cerl+P” can cost your business more than you think. It certainly did at
aerospace giant Boeing. Imaging services—which includes production printing,
office printing, faxing, scanning, and related supplies—used to cost the company
nearly $150 million annually. The problem, says Earl Beauvais, Boeing’s director of
print, plot, and scan services, was that imaging wasn’t centrally controlled, and the
company used several vendors. Boeing also owned, operated, and maintained about
32,000 imaging devices. The lack of an enterprisewide solution meant, among other
things, that each department was responsible for purchasing its own toner, paper,
and other supplies.

To increase efficiency and reduce cost, Beauvais and his team sought a managed
services solution to handle everything from print cartridges to printer upkeep across
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Boeing’s 195 domestic sites and 168 international sites. Beauvais spent 18 months
researching and interviewing vendors, who had to show how they would manage the
company’s imaging technology needs while providing the greatest efficiency at the best
price. He and his team chose a partnership comprising Dell (for maintenance and asset
management) and Lexmark (for devices). They picked them in part because Dell had
infrastructure in place at Boeing.

To prove the concept, a six-month pilot implementation launched at Boeing’s
St. Louis office in May 2007. The St. Louis system included 47 new Lexmark device
categories, including printers, copy machines, and scanners. “We replaced the de-
vices because we didn’t want variability of age,” says Beauvais.

The beauty of managed services is that Dell owns the devices and handles main-
tenance, a key goal for Beauvais.

Boeing saw ROI immediately because Dell’s service contract cost less than its exist-
ing agreements. In the end, Boeing saved about 30 percent of its imaging maintenance
and supplies costs, and 27 percent of its overall imaging costs annually at locations with
the new system. The initiative began rolling out companywide at the end of 2007.

For Boeing, the benefits couldn’t be clearer. Beauvais’s staff can now focus more
on other business needs, and the company’s total imaging spending has been reduced
to $110 million annually. Both will aid Boeing as it navigates a turbulent economy.

Source: Adapted from Jarina D’Auria, “Boeing Saves Big by Cutting Imaging Costs,” CIO.com, March 25, 2009.

The constant struggle to achieve a measurable competitive advantage in an industry
or marketplace occupies a significant portion of an organization’s time and money.
Creative and innovative marketing, research and development, and process reengi-
neering, among many other activities, are used to gain that elusive and sometimes
indescribable competitive advantage over rival firms.

The term competitive advantage is often used when referring to a firm that is leading
an industry in some identifiable way such as sales, revenues, or new products. In fact,
the definition of the term suggests a single condition under which competitive advan-
tage can exist: when a firm sustains profits that exceed the average for its industry, the firm is
said to possess competitive advantage over its rivals. In other words, competitive advantage
is all about profits. Of course, sales, revenues, cost management, and new products all
contribute in some way to profits, but unless the contribution results in sustained prof-
its above the average for the industry, no measurable competitive advantage has been
achieved. The real problem with a competitive advantage, however, is that it normally
doesn’t last very long and is generally not sustainable over the long term. Figure 2.6
illustrates this cycle. Once a firm figures out how to gain an advantage over its com-
petitors (normally through some form of innovation), the competitors figure out
how it was done through a process referred to as organizational learning. To combat
the competitive advantage, they adopt the same, or some similar, innovation. Once
this occurs, everyone in the industry is doing what everyone else is doing; what was
once a competitive advantage is now a competitive necessity. Instead of creating an
advantage, the strategy or action becomes necessary to compete and do business in
the industry. When this happens, someone has to figure out a new way to gain a
competitive edge, and the cycle starts all over again.

Every organization is looking for a way to gain competitive advantage, and many
have successfully used strategic information systems to help them achieve it. The im-
portant point to remember is that no matter how it is achieved, competitive advantage
doesn’t last forever. Arie de Geus, head of strategic planning for Royal Dutch Shell,
thinks there may be one way to sustain it: “The ability to learn faster than your com-
petitors may be the only sustainable competitive advantage in the future.”
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FIGURE 2.6

The move from innovation
to competitive advantage
quickly becomes
competitive necessity when
other firms learn how to
respond strategically.

Competitive Competitive
Necessity Advantage

Organizational
Learning

Buildin ga The driving force behind world economic growth bas changed from manufacturing vol-
Customer ume to improving customer value. As a result, the key success factor for many firms is

maximizing customer value.
Focused . e .
. For many companies, the chief business value of becoming a customer-focused
Business business lies in its ability to help them keep customers loyal, anticipate their future
needs, respond to customer concerns, and provide top-quality customer service. This
strategic focus on customer value recognizes that quality, rather than price, has be-
come the primary determinant in a customer’s perception of value. Companies that
consistently offer the best value from the customer’s perspective are those that keep
track of their customers’ individual preferences; keep up with market trends; supply
products, services, and information anytime and anywhere; and provide customer
services tailored to individual needs. Thus, Internet technologies have created a stra-
tegic opportunity for companies, large and small, to offer fast, responsive, high-quality
products and services tailored to individual customer preferences.

Internet technologies can make customers the focal point of customer relationship
management (CRM) and other e-business applications. In combination, CRM systems
and Internet, intranet, and extranet Web sites create new channels for interactive
communications within a company, as well as communication with customers, suppli-
ers, business partners, and others in the external environment. Such communications
enable continual interaction with customers by most business functions and encourage
cross-functional collaboration with customers in product development, marketing, de-
livery, service, and technical support. We will discuss CRM systems in Chapter 8.

Typically, customers use the Internet to ask questions, lodge complaints, evaluate
products, request support, and make and track their purchases. Using the Internet and
corporate intranets, specialists in business functions throughout the enterprise can con-
tribute to an effective response. This ability encourages the creation of cross-functional
discussion groups and problem-solving teams dedicated to customer involvement, ser-
vice, and support. Even the Internet and extranet links to suppliers and business partners
can be used to enlist them in a way of doing business that ensures the prompt delivery of
quality components and services to meet a company’s commitments to its customers.
"This process is how a business demonstrates its focus on customer value.

Figure 2.7 illustrates the interrelationships in a customer-focused business. Intra-
nets, extranets, e-commerce Web sites, and Web-enabled internal business processes
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FIGURE 2.7 How a customer-focused business builds customer value and loyalty using
Internet technologies.
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form the invisible I'T" platform that supports this e-business model. The platform en-
ables the business to focus on targeting the kinds of customers it really wants and
“owning” the customer’s total business experience with the company. A successful
business streamlines all business processes that affect its customers and develops CRM
systems that provide its employees with a complete view of each customer, so they
have the information they need to offer their customers top-quality personalized ser-
vice. A customer-focused business helps its e-commerce customers help themselves
while also helping them do their jobs. Finally, a successful business nurtures an online
community of customers, employees, and business partners that builds great customer
loyalty as it fosters cooperation to provide an outstanding customer experience. Let’s
review a real-world example.

Universal Orlando: Michelle McKenna is the CIO of Universal Orlando Resort, but she is also a mother
of two and the planner of family vacations.

In fact, she thinks of herself first as a theme park customer, second as a senior
leader at Universal, and finally as the company’s CIO. “Recently we were brain-
Customer Data storming new events that would bring more Florida residents to our theme parks

during off-peak tourist periods. Our in-house marketing group was pitching proposals,

IT Decisions
Driven by
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and I offered the idea of a Guitar Hero competition. Everyone loved it. But that idea
didn’t come from being a CIO—it came from being a mother of two,” she says.

“Thinking like our customers and focusing on our company’s markets are among
the most important ways we can fulfill our responsibility to contribute to informed
decision making,” says McKenna. Moving forward, it’s more critical than ever for
CIOs to study market trends and find ways to maximize business opportunities.

Universal Orlando is one of many brands in the travel and entertainment indus-
try competing for discretionary dollars spent by consumers on leisure time and vaca-
tions. Of course, the competition boils down to a market of one—the individual
consumer. People often assume that because of the high volume of guests, the expe-
rience at Universal Orlando has to be geared for the masses. But digital technology
now enables guests to customize their experience. For example, the new Hollywood
Rip Ride Rocklt Roller Coaster will allow guests to customize their ride experience
by choosing the music that plays around them while on the roller coaster. When the
ride ends, guests will be able to edit video footage of that experience into a music
video to keep, share with friends, or post online.

Any CIO can take a few steps to get market savvy. Management gets weekly data
about what happened in the park and what the spending trends are per guest. CIOs
should get copied on any reports like that. They should study them and look for pat-
terns. “Don’t be afraid to ask questions about it; give yourself permission to be a
smart (and inquisitive) businessperson. When I first joined the company and asked
about market issues, people looked at me and thought, ‘Why did she ask that? It
doesn’t have anything to do with technology.” Over time they realized that I needed
to understand our data in order to do my job,” says McKenna.

Knowledge of market data helps Universal Orlando drill down to understand
what is really happening in business. For example, trends indicated that annual pass
holders—Florida residents, primarily—spend less on food, merchandise, and other
items than day-pass guests.

It turned out that some pass holders do spend on par with day guests, particularly
when they attend special events, Mardi Gras, and Halloween Horror Nights. “This
analysis showed that we needed to segment those annual pass holders more deeply in
order to better understand them and market to them. So we are building a new data
warehouse and business intelligence tools that will calculate spending by hour and by
pass type. The initiative started in I'T, and we can find many similar opportunities if
we look at market details and ask questions,” McKenna says.

Source: Adapted from Michelle McKenna, “Customer Data Should Drive I'T Decisions,” CIO Magazine, June 2, 2008.

Let’s look at another important concept that can help you identify opportunities for
strategic information systems. The value chain concept, developed by Michael Porter,
is illustrated in Figure 2.8. It views a firm as a series, chain, or network of basic activi-
ties that add value to its products and services and thus add a margin of value to both
the firm and its customers. In the value chain conceptual framework, some business
activities are primary processes; others are support processes. Primary processes are
those business activities that are directly related to the manufacture of products or the
delivery of services to the customer. In contrast, support processes are those business
activities that help support the day-to-day operation of the business and that indirectly
contribute to the products or services of the organization. This framework can high-
light where competitive strategies can best be applied in a business. So managers and
business professionals should try to develop a variety of strategic uses of the Internet
and other technologies for those basic processes that add the most value to a compa-
ny’s products or services and thus to the overall business value of the company.
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FIGURE 2.8 The value chain of a firm. Note the examples of the variety of strategic information systems that
can be applied to a firm’s basic business processes for competitive advantage.
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Figure 2.8 provides examples of how and where information technologies can be ap-
plied to basic business processes using the value chain framework. For example, the
figure illustrates that collaborative workflow intranets can increase the communica-
tions and collaboration required to improve administrative coordination and support
services dramatically. An employee benefits intranet can help the human resources
management function provide employees with easy, self-service access to their benefits
information. Extranets enable a company and its global business partners to use the
Web to design products and processes jointly. Finally, e-commerce Web portals can
dramatically improve procurement of resources by providing online marketplaces for
a firm’s suppliers.

The value chain model in Figure 2.8 also identifies examples of strategic applica-
tions of information systems technology to primary business processes. These include
automated just-in-time warehousing systems to support inbound logistic processes
that involve inventory storage, computer-aided flexible manufacturing systems, as well
as online point-of-sale and order processing systems to improve the outbound logis-
tics processes that handle customer orders. Information systems can also support mar-
keting and sales processes by developing an interactive targeted marketing capability
on the Internet and the Web. Finally, a coordinated and integrated customer relation-
ship management system can dramatically improve customer service.

Thus, the value chain concept can help you identify where and how to apply the
strategic capabilities of information technology. It shows how various types of infor-
mation technologies might be applied to specific business processes to help a firm gain
competitive advantages in the marketplace.
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Organizations may view and use information technology in many ways. For exam-
ple, companies may choose to use information systems strategically, or they may be
content to use I'T to support efficient everyday operations. If a company empha-
sized strategic business uses of information technology, its management would view
I'T as a major competitive differentiator. They would then devise business strate-
gies that use I'T to develop products, services, and capabilities that give the com-
pany major advantages in the markets in which it competes. In this section, we
provide many examples of such strategic business applications of information tech-
nology. See Figure 2.9.

Read the Real World Case 2 about using information technology to redesign
how a business works. We can learn a lot about the advantages gained through the
appropriate use of information technology and mobile communications from
this case.

One of the most important implementations of competitive strategies is business proc-
ess reengineering (BPR), often simply called reengineering. Reengineering is a funda-
mental rethinking and radical redesign of business processes to achieve dramatic
improvements in cost, quality, speed, and service. BPR combines a strategy of promot-
ing business innovation with a strategy of making major improvements to business
processes so that a company can become a much stronger and more successful com-
petitor in the marketplace.

However, Figure 2.10 points out that although the potential payback of reengi-
neering is high, so too is its risk of failure and level of disruption to the organizational
environment. Making radical changes to business processes to dramatically improve
efficiency and effectiveness is not an easy task. For example, many companies have
used cross-functional enterprise resource planning (ERP) software to reengineer, au-
tomate, and integrate their manufacturing, distribution, finance, and human resource
business processes. Although many companies have reported impressive gains with
such ERP reengineering projects, many others either have experienced dramatic fail-
ures or did not achieve the improvements they sought.

Many companies have found that organizational redesign approaches are an impor-
tant enabler of reengineering, along with the use of information technology. For
example, one common approach is the use of self-directed cross-functional or multi-
disciplinary process teamms. Employees from several departments or specialties, includ-
ing engineering, marketing, customer service, and manufacturing, may work as a team
on the product development process. Another example is the use of case managers, who
handle almost all tasks in a business process instead of splitting tasks among many
different specialists.

Information technology plays a major role in reengineering most business processes.
The speed, information-processing capabilities, and connectivity of computers and
Internet technologies can substantially increase the efficiency of business processes, as
well as communications and collaboration among the people responsible for their op-
eration and management. For example, the order management process illustrated in
Figure 2.11 is vital to the success of most companies. Many of them are reengineering
this process with ERP software and Web-enabled e-business and e-commerce sys-
tems, as outlined in Figure 2.12. Let’s take a look at an example.
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n early 2006, San Antonio, Texas-based CPS Energy, the

nation’s largest municipally owned energy provider, was

by all accounts riding the road to riches. The company
had the highest bond ratings of any such utility provider. Its
workforce and customer base in general expressed satisfac-
tion. And most important, it was profitable. In other words,
there were no external signs that the company was about to
launch a technology program that would redefine the way it
did business and reshape its workforce of roughly 4,000.

There weren’t external signs, but for those in the know,
including Christopher Barron, CPS Energy’s VP and CIO, it
couldn’t have been more clear that a change was imminent—
and that the future of the company might depend on it.

“We had a much larger workforce than a business our
size maybe should have,” Barron says.

Barron looked at other companies with large mobile
workforces like its own, companies like UPS and FedEx, and
he saw a huge disparity in the way his business was operat-
ing. For instance, specific CPS workers had little or no ac-
cess to I'T systems and resources while they were away from
the office or warehouse. They were often required to visit
work sites or customer locations to diagnose issues or sug-
gest fixes before reporting to the appropriate departments or
parties, which would then initiate the next step of the resolu-
tion process. That could mean dispatching additional work-
ers, and the whole ordeal could take days.

“If we kept with the amount of manual labor that it took
for us to accomplish that work, we would not be in the posi-
tion to be competitive in the future,” Barron says. From this
realization, the company’s Magellan Program was born.

FIGURE 2.9

Source: © The McGraw-Hill Companies Inc./John Flournoy.
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For Companies Both Big and Small:
Running a Business on Smartphones

The Magellan Program was envisioned by Barron and
his colleagues as a better way to mobilize and connect its
traditionally siloed workforce to the people and systems they
needed to do their jobs. The goals of the program were to
extend CPS’s networking infrastructure, build its own secure
Wi-Fi networks in offices and warehouses, and deploy
smartphones and custom mobile applications to all CPS
staffers who didn’t currently have a laptop or other mobile
device. For Barron, the first and most significant challenge
in deploying smartphones to such a large user base was get-
ting executive buy-in.

“One of our biggest headaches has been, and continues
to be, the perception that the technology brings little to the
table other than e-mail, and it costs a lot,” Barron says.

“For a CIO to try to eliminate all the resistance from a
senior executive might take forever,” Barron says. “So rather
than try to get to the execs and mollify all their fears about
cost, usage and safety, we’ve gone to specific groups, engi-
neers, line workers, office workers, and because it’s so cheap
we’ve been able to give the devices out on ‘experimental ba-
sis.” There’s so much value in these handheld devices and
two or three applications that they prove themselves,” he
says. “You just have to get them into the hands of the people
that actually need to use them in order to demonstrate that.”

Three innovative ways CPS staffers use their smart-
phones are as digital cameras at work sites, as GPS tracking
mechanisms, and as emergency notification receivers. In the
past, CPS might have had to dispatch a small group of “gen-
eralist” workers to a service call to make sure the correct
person was there. Today, a single worker can visit a site, take
a photo of a damaged piece of equipment or infrastructure,
and then send it back to headquarters or the office.

Then an expert diagnoses the issue and sends along in-
structions to fix the problem or dispatches the appropriate
worker, who is available immediately via voice e-mail and
SMS text via smartphone.

“The Magellan Program, through the use of smart-
phones and other technology, has or will empower all em-
ployees, no matter what work they perform, to become part
of the greater company’s ‘thought network,”” Barron says.
“Each person is now like a node in our network.” The com-
pany is also seeing significant gains in supply chain efficiency
related to Magellan and the smartphone deployment, he
says. For instance, smartphones help speed up the purchase
order process, because in the past a specific person or group
of people needed to be on-site to approve orders. Now the
approvers can be practically anywhere with cellular cover-
age. The company’s supply chain buyers can also visit ware-
houses to work with the people who actually order parts,
leading to faster order times and more proactive supply
chain management overall. In just one year, the time it took
to close purchasing and procurement deals decreased by
more than 65 percent. Also, inventory levels were reduced
by more than $8 million since the Magellan Program began.
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In addition, both employee and customer satisfaction
levels are up, Barron notes, because staffers now have more
access to corporate systems and information, and they feel
closer to the business. Because CPS can now resolve more
customer issues with fewer processes, they’ve reduced the
time it takes to complete most service calls, leading to hap-
pier customers. In fact, the company received the highest
score in J.D. Power and Associates” 2007 Gas Utility Resi-
dential Customer Satisfaction Survey.

The technology, however, is no longer the exclusive pur-
view of large companies with significant I'T budgets, at least
not anymore. Lloyd’s Construction in Eagan, Minnesota,
might not seem as if it needs flashy phone software. The
$9-million-a-year demolition and carting company has been
run by the same family for the past 24 years. Lloyd’s takes
down commercial and residential buildings and then hauls
them away. What could be more simple? That is, if wran-
gling 100 employees, 30 trucks, and more than 400 dump-
sters can be called simple. Coordinating those moving parts
is crucial to growing the business—and to saving the sanity
of Stephanie Lloyd, 41, who has run the company for the
past four years. Until recently, Lloyd’s used a hodgepodge of
spreadsheets, paper ledgers, and accounting software on
company PCs to keep track of its workers and equipment.
"To make matters worse, the company used radios to coordi-
nate with its workers on the job. The more cell phone tow-
ers that came online in Minnesota, the worse Lloyd’s radio
reception got. It was time, the Lloyds decided, to drag their
company into the 21st-century world of smartphones.

Lloyd’s considered a half-dozen mobile-productivity
software suites before settling on eTrace, which happened
to come from a company called GearWorks based just
across town. Not only was GearWorks local, but its soft-
ware worked on Sprint Nextel’s i560 and i850 phones,
which are aimed at the construction industry. Lloyd’s had
already started buying these push-to-talk phones to wean
workers from their dying radios. Immediately, technopho-
bic staff had trouble. Employees had to be guided up a steep
learning curve in order to master even basic features on
their new phones. For 18 months, the two systems ran side

1. In which ways do smartphones help these companies be
more profitable? To what extent are improvements in
performance coming from revenue increases or cost
reductions? Provide several examples from the case.

2. The companies described in the case encountered a fair
amount of resistance from employees when introducing
smartphone technologies. Why do you think this hap-
pened? What could companies do to improve the re-
ception of these initiatives? Develop two alternative
propositions.

w

CPS Energy and Lloyd’s Construction used smart-
phones to make existing processes more efficient. How
could they have used the technology to create new
products and services for their customers? Include at
least one recommendation for each organization.

by side: eTrace as it was phased in, and the old paper-and-
pencil system as it was phased out. Accounting inconsisten-
cies quickly crept in.

And eTrace gave rise to a delicate labor problem. The
software featured integrated mapping and travel data that
showed the real-time locations of all company assets. To
their chagrin, the Lloyds discovered that those assets were
spending too much time parked outside the same lunch
spots—ones that were not on prescribed routes. Lloyd was
sympathetic to workers’ needs for breaks—“we’ve all worked
demolition here,” she says—but quickly clamped down on
unauthorized ones.

GearWorks’ CEO says the challenges Lloyd’s faced are
to be expected. “All these products operate under the omi-
nous pendulum of challenge and opportunity,” says Todd
Krautkremer, 47. “But our software does a good job of letting
the customer control that rate of change in the business.”

Once the deployment dust had settled, the savings be-
came clear. The company employs 12 drivers, 22 foremen,
and 7 office workers who use 41 phones running eTrace.
The company buys an unlimited data package for each
phone, which totals about $4,000 a month. Add other net-
working charges, and Lloyd’s spends about $50,000 a year
for a complete business, accounting, and communications
solution.

Before eTrace, the company paid an accountant 40 hours
a week to do the books. Now that person comes in one day a
week for 6 hours, saving roughly $1,000 a week.

Data entry and job logging by the dispatcher and fore-
men, Lloyd says, is roughly 1% times faster than paper and
radio. More efficient routing has cut fuel costs by about
30 percent. And employees have stopped making unauthor-
ized stops. Lloyd estimates a net improvement in perform-
ance of 10-12 percent, or roughly $1 million for 2007—not
a bad return on $50,000.

“It really does work,” she says.

Source: Adapted from Jonathan Blum, “Running an Entire Business from
Smartphones,” FORTUNE Small Business, March 12, 2008; and Al Sacco,
“How Smartphones Help CPS Energy Innovate and Boost the Bottom Line,”
CIO Magazine, July 11, 2008.

—1

1. In addition to the companies featured in the case,
others like FedEx and UPS, which have large mobile
workforces, heavily use mobile communication tech-
nologies. What other companies could benefit from
these innovations?

B

Go online and research uses of smartphones in indus-
tries different from the ones reviewed here. Prepare a
report to share your findings.

3. Use the Internet to research the latest technological
developments in smartphones, and discuss how those
could be used by companies to deliver value to custom-
ers and shareholders.
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FIGURE 2.70 Business Business Process
Some of the key ways Improvement Reengineering
that business process
reengineering differs from Level of Change Incremental Radical
business improvement. Process Improved new
Change version of process Brand-new process
Starting Point Existing processes Clean slate
Frequency of One-time or Periodic one-time
Change continuous change
Time Required Short Long
Typical Scope Narrow, within Broad, cross-
functions functional
Horizon Past and present Future
Participation Bottom-up Top-down
Path to Cultural Cultural,
Execution structural
Primary Enabler Statistical control Information
technology
Risk Moderate High

Source: Adapted from Howard Smith and Peter Fingar, Business Process Management: The Third Wave
(Tampa, FL: Meghan-Kiffer Press, 2003), p. 118.

FIGURE 2.11T  The order management process consists of several business processes and crosses the boundaries of
traditional business functions.

Credit
Checking

Business
Processes

Proposal Commitment ) Configuration Delivery Billing Collections

Business
Functions Sales Manufacturing Finance Logistics

FIGURE 2.12 Reengineering Order Management

Examples of information

technologies that support ® Customer relationship management systems using corporate intranets and
reengineering the order the Internet.
Management processes. ® Supplier-managed inventory systems using the Internet and extranets.

® Cross-functional ERP software for integrating manufacturing, distribution, finance,
and human resource processes.

e Customer-accessible e-commerce Web sites for order entry, status checking, payment,
and service.

® Customer, product, and order status databases accessed via intranets and extranets by
employees and suppliers.
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Making Workflow
Work and Flow:
Not Entirely
Rocket Science

L4

Becoming
an Agile
Company

From a business perspective, workflow is a way to make people, information, and
computers work together consistently and efficiently to produce the results the
business needs. In effect, workflow applies the equivalent of systems analysis to the
entire process, not just to the part done on a machine. From a bottom line perspec-
tive, adding workflow to a process saves money, increases customer satisfaction, gets
results quicker, and largely eliminates things getting lost in the shuffle. From a
manager’s perspective, the most important benefits to workflow are saving cost and
saving time.

As an example of a typical workflow, Wilhelm Ederyd, a technical project man-
ager at Bonver, a major Scandinavian distributor of home entertainment products,
cites building support for individuals and businesses ordering broadband services
via the Internet, postal mail, and e-mail. “This can be a rather complex process,
with the need for the systems and personnel to interact efficiently in order to make
the process slim and pleasant to the customer,” Ederyd explains. You can think of
workflow as systems analysis that mixes humans, machines, documents, and other
information.

In Ederyd’s case, he designed the process for ordering and installing the broad-
band connection for the customer. Given a whole raft of business requirements gen-
erated by others, typically that means working out how the process would flow from
the customer’s initial contact to the actual installation.

Ederyd’s example is a classic case: a fairly complex, multistep process where com-
puters and people have to interact as smoothly and efficiently as possible. It’s also a
process that is exposed to the customer, and delays or mistakes can damage customer
relationships. An advantage of a well-designed workflow process is that it can serve
as a template that can be applied quickly to similar processes. “Once you’re comfort-
able with workflow in your organization, it will allow you to implement new business
models much faster than your competitors,” says Ederyd. “The cost and complexity
of doing so is now manageable.”

Craig Cameron, a workflow consultant based in Melbourne, cites the example of
a major Australian bank that wanted to apply workflow to the process used to order
large amounts of hardware. “They needed to go through all these checks and make
sure that the right people had signed off on it,” Cameron says. “So we implemented
a system to do that.” This was fine until the other divisions of the bank found out
about the new process. “We found out later we’d only created a system for three or
so of their teams and suddenly another 15 or so teams wanted to be involved,”
Cameron says. “Instead of having to do a complete restart, we're extracting what
we’ve already done and cutting and pasting it into a new system. Then we hit a
button to create the end user interface.”

Workflow isn’t rocket science, but it isn’t magic either. Although workflow can
make major improvements in the way an organization runs, it can only do so if the
principles are applied correctly. Fundamentally, making workflow work for you
comes down to understanding the processes that make your business work.

Source: Adapted from Rick Cook, “Making Workflow Work and Flow for You,” CIO Magazine, October 23, 2007.

We are changing from a competitive environment in which mass-market products and services
were standardized, long-lived, information-poor; and exchanged in one-time transactions, to
an environment in which companies compete globally with niche market products and services
that are individualized, short-lived, information-rich, and exchanged on an ongoing basis
with customers.
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To be an agile company, a business must use four basic strategies. First, the
business must ensure that customers perceive the products or services of an agile com-
pany as solutions to their individual problems. Thus, it can price products on the basis
of their value as solutions, rather than their cost to produce. Second, an agile company
cooperates with customers, suppliers, other companies, and even with its competitors.
This cooperation allows a business to bring products to market as rapidly and
cost-effectively as possible, no matter where resources are located or who owns them.
Third, an agile company organizes so that it thrives on change and uncertainty. It uses
flexible organizational structures keyed to the requirements of different and constantly
changing customer opportunities. Fourth, an agile company leverages the impact of
its people and the knowledge they possess. By nurturing an entrepreneurial spirit, an
agile company provides powerful incentives for employee responsibility, adaptability,
and innovation.

Figure 2.13 summarizes another useful way to think about agility in business. This
framework emphasizes the roles that customers, business partners, and information
technology can play in developing and maintaining the strategic agility of a company.
Notice how information technology can enable a company to develop relationships
with its customers in virtual communities that help it be an agile innovator. As we will
see repeatedly throughout this textbook, information technologies enable a company
to partner with its suppliers, distributors, contract manufacturers, and others via col-
laborative portals and other Web-based supply chain systems that significantly im-
prove its agility in exploiting innovative business opportunities.

FIGURE 2.13 How information technology can help a company be an agile competitor, with the help of customers

and business partners.

Type of Agility Description Role of IT Example
Customer Ability to co-opt customers Technologies for building eBay customers are its de
in the exploitation of inno- and enhancing virtual cus- facto product development
vation opportunities tomer communities for team because they post an
. i ign, f k. average of 10,000 message
® As sources of innova- P Oduct.des gn, feedback, g ’ essages
ionid and testing each week to share tips,
tion ideas point out glitches, and
® As cocreators of lobby for changes
innovation
® Asusers in testing ideas
or helping other users
learn about the idea
Partnering Ability to leverage assets, Technologies facilitating in- Yahoo! has accomplished a
knowledge, and compe- terfirm collaboration, such significant transformation
tencies of suppliers, as collaborative platforms of its service from a search
distributors, contract and portals, supply chain engine into a portal by initi-
manufacturers, and logistics systems ating numerous partner-
providers in the exploration ships to provide content and
and exploitation of innova- other media-related ser-
tion opportunities vices from its Web site
Operational Ability to accomplish speed, "Technologies for modulari- Ingram Micro, a global

accuracy, and cost economy
in the exploitation of inno-
vation opportunities

zation and integration of
business processes

wholesaler, has deployed

an integrated trading system
allowing its customers and
suppliers to connect directly
to its procurement and ERP
systems

Source: Adapted from V. Sambamurthy, Anandhi Bhaharadwaj, and Varun Grover, “Shaping Agility through Digital Options:
Reconceptualizing the Role of Information Technology in Contemporary Firms,” MIS Quarterly, June 2003, p. 246.
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FIGURE 2.14 A virtual company uses the Internet, intranets, and extranets to form virtual
workgroups and support alliances with business partners.
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Strategies

In today’s dynamic global business environment, forming a virtual company can be
one of the most important strategic uses of information technology. A virtual company
(also called a virtual corporation or virtual organization) is an organization that uses in-
formation technology to link people, organizations, assets, and ideas.

Figure 2.14 illustrates that virtual companies typically form virtual workgroups
and alliances with business partners that are interlinked by the Internet, intranets, and
extranets. Notice that this company has organized internally into clusters of process
and cross-functional teams linked by intranets. It has also developed alliances and
extranet links that form interenterprise information systems with suppliers, custom-
ers, subcontractors, and competitors. Thus, virtual companies create flexible and
adaptable virtual workgroups and alliances keyed to exploit fast-changing business
opportunities.

Why do people form virtual companies? It is the best way to implement key business
strategies and alliances that promise to ensure success in today’s turbulent business
climate. Several major reasons for virtual companies stand out and are summarized in
Figure 2.15.

For example, a business may not have the time or resources to develop the neces-
sary manufacturing and distribution infrastructure, personnel competencies, and in-
formation technologies to take full advantage of a new market opportunity in a timely
manner. It can assemble the components it needs to provide a world-class solution for
customers and capture the market opportunity only by quickly forming a virtual com-
pany through a strategic alliance of all-star partners. Today, of course, the Internet,
intranets, extranets, and a variety of other Internet technologies are vital components
in creating such successful solutions.
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The basic business
strategies of virtual
companies.
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Strategies of Virtual Companies

® Share infrastructure and risk with alliance partners.

e Link complementary core competencies.

® Reduce concept-to-cash time through sharing.

® Increase facilities and market coverage.

® Gain access to new markets and share market or customer loyalty.

® Migrate from selling products to selling solutions.

In-house technology is no longer an operational prerequisite, thanks to outsourcing.
Software, servers, Internet connectivity, and even whole operations like payroll and
HR can be sourced from third parties and branded, so neither the customers nor
employees of the business need ever know these mechanisms reside outside the com-
pany headquarters.

That being said, the fact that the United Kingdom’s rail information service,
National Rail Enquiries (NRE), served 55 million customers online last year alone—
it relies on extensive self-service and contact center service channels, but has a core
staff of only 21 people—is no small achievement. “NRE has about 22 suppliers of
various services. Everything we do is outsourced. We have 1,500 people in call cent-
ers alone, who all work for NRE,” says Chris Scoggins, NRE’s CEO. The NRE’s
telephone information service was born of the creation of the organization in 1996
with the privatization of British Rail. Since then, it has expanded to include auto-
mated telephone services and a very successful real-time online train time and jour-
ney planning service.

Scoggins says NRE has a strategy of maintaining a number of suppliers to play
them off against each other and raise the stakes in terms of demonstrating service
excellence. “We have the maximum number of suppliers we can manage effectively.
But also, and perhaps more importantly, we need the right number of suppliers to
maintain a competitive market for the services they run. In some areas, we have a
strategy to build up a number of niche players in the market; otherwise we are rely-
ing on one supplier.”

“What we’re trying to do is move toward a number of long-term relationships
with partners we trust and give more work to them,” Scoggins says. “Contracts are
aligned to incentives related to achieving our business objectives, and it’s up to the
supplier to outperform the minimum standard. If they demonstrate they can de-
liver over and above that, then they get more work.” Despite heading up a vast,
virtual company, Scoggins says there is still pressure to drive business improve-
ment and success. “When [ joined there was no real self-service provision for the
customer. NRE was a very big, outsourced call center with virtually no other pro-
vision for finding information. I saw this as a huge opportunity driven by two
things. The first was that customer needs should be met by whichever channel is
most convenient for them; the second was our call centers, which have the most
volatile volumes in Europe.”

NRE is always seeking to be proactive and do new things, like the speech recog-
nition technology they use with their telephone TrainTracker service. “It is the most
sophisticated mass-market speech recognition service in the world,” notes Scoggins.
He adds, “I regard our outsourcing suppliers as part of our team, and my job is get-
ting my team excited and encouraged to do the job in hand.”

Source: Adapted from Miya Knights, “Everything We Do Is Outsourced,” CIO Magazine, June 13, 2007.
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Building a
Knowledge-
Creating
Company

Knowledge
Management
Systems

FIGURE 2.16

Knowledge management
can be viewed as three levels
of techniques, technologies,
and systems that promote
the collection, organization,
access, sharing, and use of
workplace and enterprise

knowledge.

In an economry where the only certainty is uncertainty, the one sure source of lasting com-
petitive advantage is knowledge. When markets shift, technologies proliferate, competitors
multiply, and products become obsolete almost overnight, successful companies are those
that consistently create new knowledge, disseminate it widely throughout the organiza-
tion, and quickly embody it in new technologies and products. These activities define the
“knowledge-creating” company, whose sole business is continuous innovation.

Many companies today can only realize lasting competitive advantage if they
become knowledge-creating companies or learning organizations. That means con-
sistently creating new business knowledge, disseminating it widely throughout the
company, and quickly building the new knowledge into their products and services.

Knowledge-creating companies exploit two kinds of knowledge. One is explicit
knowledge, which is the data, documents, and things written down or stored on com-
puters. The other kind is tacit knowledge, or the “how-tos” of knowledge, which resides
in workers. Tacit knowledge can often represent some of the most important informa-
tion within an organization. Long-time employees of a company often “know” many
things about how to manufacture a product, deliver the service, deal with a particular
vendor, or operate an essential piece of equipment. This tacit knowledge is not re-
corded or codified anywhere because it has evolved in the employee’s mind through
years of experience. Furthermore, much of this tacit knowledge is never shared with
anyone who might be in a position to record it in a more formal way because there is
often little incentive to do so or simply, “Nobody ever asked.”

As illustrated in Figure 2.16, successful knowledge management creates tech-
niques, technologies, systems, and rewards for getting employees to share what they
know and make better use of accumulated workplace and enterprise knowledge. In
that way, employees of a company are leveraging knowledge as they do their jobs.

Muaking personal knowledge available to others is the central activity of the knowledge-
creating company. It takes place continuously and at all levels of the organization.

Knowledge management has thus become one of the major strategic uses of infor-
mation technology. Many companies are building knowledge management systems
(KMS) to manage organizational learning and business know-how. The goal of such
systems is to help knowledge workers create, organize, and make available important
business knowledge, wherever and whenever it’s needed in an organization. This
information includes processes, procedures, patents, reference works, formulas, best

Leveraging organizational “know-how”
Performance support

Interacting with operational databases
Building expert networks

Capturing & distributing expert stories
Real-time information management
Communication and collaboration
New content creation

Information
Creation,
Sharing, and
Management

Accessing and retrieving

Document Management documents stored online

Source: Adapted from Marc Rosenberg, e-Learning: Strategies for Delivering Knowledge in the Digital
Age (New York: McGraw-Hill, 2001), p. 70.
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practices, forecasts, and fixes. As you will see in Chapter 10, Internet and intranet Web
sites, groupware, data mining, knowledge bases, and online discussion groups are
some of the key technologies that may be used by a KMS.

Knowledge management systems also facilitate organizational learning and
knowledge creation. They are designed to provide rapid feedback to knowledge
workers, encourage behavior changes by employees, and significantly improve busi-
ness performance. As the organizational learning process continues and its knowledge
base expands, the knowledge-creating company works to integrate its knowledge into
its business processes, products, and services. This integration helps the company
become a more innovative and agile provider of high-quality products and customer
services, as well as a formidable competitor in the marketplace. Now let’s close this
chapter with an example of knowledge management strategies from the real world.

If anyone knows that time is money, it’s an attorney. The 850 attorneys and their staft at
Goodwin Procter LLP were spending too much time assembling documents and looking
up information, which meant cases took more time than they should to proceed.

The $611 million law firm’s eight offices used seven different applications to
manage more than 2 terabytes of data for Goodwin Procter’s more than 60,000
cases—close to 10 million documents. CIO Peter Lane wanted to integrate the data.
Using Microsoft SharePoint, his team created the Matter Page System as a hub
through which attorneys could access business data and client information.

What’s more, the firm has been able to use the platform to share its notes and
work in progress. It’s now easy for an attorney to find a colleague who can help with
a similar case. Matter Pages took a year to implement, but it immediately changed
how Goodwin Procter’s attorneys work.

When a client called with a question, finding the answer used to mean launching
more than one application and looking up the data in different systems. Attorneys
needed contact information, documents, billing information, and more.

The process sometimes took hours.

“Now, instead of having to launch the different systems from the desktop, or the web
interface, or the document management system, we were able to pull all of this
information into a one-stop-shop view for the users in our company,” says Andrew Kawa,
Goodwin Procter’s development manager, who leads its system development efforts.

The system increases efficiency for the attorneys because they can find previous mat-
ters that they or others have worked on and gain extra information much more quickly
than before. They spend less time researching and more time moving a case forward.

Matter Pages’ initial success has Lane investigating new SharePoint features,
such as wikis and blogs. He expects to deploy these new capabilities widely over the
next few months.

For example, each matter has a wiki that is used to track notes, or other unstruc-
tured data that relates to it. These notes are open for editing by all users. Blogs tend
to be used for discussions that are not case-specific, although when a matter or set of
matters apply to the topic of the blog, users can add links to related cases.

“One of the IT goals is to take advantage of the new technology as it becomes
available,” Lane adds. With that goal in mind, says Lane, the Matter Page System
won'’t ever truly be completed. Currently, Kawa is looking to integrate Goodwin
Procter’s patent and trademark information with data about their patent applications
from the U.S. Patent and Trademark Office. The integration would allow attorneys to
retrieve real-time information on their pending patents and actions they need to take.

“I don’t think we will ever declare the project done or say we don’t have to put
any more time or effort in,” he says.

Source: Adapted from Jarina D’Auria, “Goodwin Procter Makes Strong Case for Knowledge Management,” CIO.com,
August 1, 2008.
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Strategic Uses of Information Technology. Informa-
tion technologies can support many competitive strate-
gies. They can help a business cut costs, differentiate and
innovate in its products and services, promote growth,
develop alliances, lock in customers and suppliers, create
switching costs, raise barriers to entry, and leverage its
investment in I'T resources. Thus, information technol-
ogy can help a business gain a competitive advantage in
its relationships with customers, suppliers, competitors,
new entrants, and producers of substitute products. Refer
to Figures 2.3 and 2.5 for summaries of the uses of
information technology for strategic advantage.

Building a Customer-Focused Business. A key stra-
tegic use of Internet technologies is to build a company
that develops its business value by making customer
value its strategic focus. Customer-focused companies
use Internet, intranet, and extranet e-commerce Web
sites and services to keep track of their customers’ pref-
erences; to supply products, services, and information
anytime or anywhere; and to provide services tailored
to the individual needs of the customers.

Reengineering Business Processes. Information
technology is a key ingredient in reengineering business
operations because it enables radical changes to busi-
ness processes that dramatically improve their efficiency
and effectiveness. Internet technologies can play a ma-
jor role in supporting innovative changes in the design
of workflows, job requirements, and organizational
structures in a company.

Becoming an Agile Company. A business can use
information technology to help it become an agile

company. Then it can prosper in rapidly changing mar-
kets with broad product ranges and short model life-
times in which it must process orders in arbitrary lot
sizes; it can also offer its customers customized products
while it maintains high volumes of production. An agile
company depends heavily on Internet technologies to
help it respond to its customers with customized solu-
tions, and to cooperate with its customers, suppliers,
and other businesses to bring products to market as
rapidly and cost effectively as possible.

Creating a Virtual Company. Forming virtual
companies has become an important competitive
strategy in today’s dynamic global markets. Internet
and other information technologies play a key role
in providing computing and telecommunications
resources to support the communications, coordina-
tion, and information flows needed. Managers of

a virtual company depend on I'T to help them man-
age a network of people, knowledge, financial, and
physical resources provided by many business part-
ners to take advantage of rapidly changing market
opportunities.

Building a Knowledge-Creating Company. Lasting
competitive advantage today can only come from the
innovative use and management of organizational
knowledge by knowledge-creating companies and
learning organizations. Internet technologies are
widely used in knowledge management systems to
support the creation and dissemination of business
knowledge and its integration into new products,
services, and business processes.

Key Terms and Concepts

These are the key terms and concepts of this chapter. The page number of their first explanation is in parentheses.

1. Agile company (63) 7. Interenterprise information
systems (64)

11. Lock in customers and suppliers (50)

2. Business process reengineering (58) 12. Raise barriers to entry (52)

3. Competitive forces (46) 8. Knowledge-creating company (66)

13. Strategic information systems (46)
14. Value chain (56)

15. Virtual company (64)

9. Knowledge management

4. Competitive strategies (49) tem (66)
system

5. Create switching costs (52)

10. Leverage investment in I'T (52)
6. Customer value (54)

Review Quiz

Match one of the key terms and concepts listed previously with one of the brief examples or definitions that follow. Try to find
the best fit for answers that seem to fit more than one term or concept. Defend your choices.

— 1. A business must deal with customers, suppliers,
competitors, new entrants, and substitutes.

— 3. Using investments in technology to keep firms out
of an industry.

— 2. Cost leadership, differentiation of products, and
new product innovation are examples.

— 4. Making it unattractive for a firm’s customers or
suppliers to switch to its competitors.



5. Strategies designed to increase the time, money,
and effort needed for customers or suppliers to
change to a firm’s competitors.

_ 6. Information systems that reengineer business

processes or promote business innovation are
examples.

7. This strategic focus recognizes that quality, rather
than price, has become the primary determinant in
customers choosing a product or service.

8. Highlights how strategic information systems can
be applied to a firm’s business processes and sup-
port activities for competitive advantage.

— 9. A business finding strategic uses for the computing

and telecommunications capabilities it has
developed to run its operations.
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—10. Information technology helping a business make

radical improvements in business processes.

_11. A business can prosper in rapidly changing mar-

kets while offering its customers individualized
solutions to their needs.

_12. A network of business partners formed to take ad-

vantage of rapidly changing market opportunities.

__13. Learning organizations that focus on creating,

disseminating, and managing business knowledge.

_ 14. Information systems that manage the creation and

dissemination of organizational knowledge.

—15. Using the Internet and extranets to link a compa-

ny’s information systems to those of its customers
and suppliers.

Discussion Questions

. Suppose you are a manager being asked to develop
computer-based applications to gain a competitive ad-
vantage in an important market for your company.
What reservations might you have about doing so?
Why?

. How could a business use information technology to in-
crease switching costs and lock in its customers and sup-
pliers? Use business examples to support your answers.

. How could a business leverage its investment in infor-
mation technology to build strategic I'T capabilities that
serve as a barrier to new entrants into its markets?

. Refer to the Real World Case on quantifying I'T risks
and value in the chapter. Why do you think that the
“IT as a cost” mindset is so prevalent among organiza-
tions? Relate your answer to the discussion about tech-
nology as a competitive advantage or a competitive
necessity in the chapter.

. What strategic role can information play in business
process reengineering?

. How can Internet technologies help a business form stra-
tegic alliances with its customers, suppliers, and others?

10.

. How could a business use Internet technologies to form

a virtual company or become an agile competitor?

. Refer to the Real World Case on companies using

smartphones in the chapter. Do you think smaller

companies like Lloyd’s Construction are ready for
large-scale implementations of technology in their
business? What could they do to prepare for those
implementations? Use examples to illustrate your

answer.

. Information technology can’t really give a company a

strategic advantage because most competitive advan-
tages don’t last more than a few years and soon become
strategic necessities that just raise the stakes of the
game. Discuss.

MIS author and consultant Peter Keen says: “We have
learned that it is not technology that creates a competi-
tive edge, but the management process that exploits
technology.” What does he mean? Do you agree or
disagree? Why?

Analysis Exercises

1. End-User Computing

Skill Assessment

Not all programs are written by dedicated program-
mers. Many knowledge workers write their own soft-
ware using familiar word processing, spreadsheet,
presentation, and database tools. This textbook contains
end-user computing exercises representing a real-world
programming challenge. This first exercise will allow
your course instructor to assess the class. Assess your
skills in each of the following areas:

a. Word processing: About how many words per
minute can you type? Do you use styles to manage

document formatting? Have you ever set up your
own mail merge template and data source? Have
you created your own macros to handle repetitive
tasks? Have you ever added branching or looping
logic in your macro programs?

b. Spreadsheets: Do you know the order of operations
your spreadsheet program uses (what does “=5*2/2-
10” equal)? Do you know how to automatically sort
data in a spreadsheet? Do you know how to create
graphs and charts from spreadsheet data? Can you
build pivot tables from spreadsheet data? Do you
know the difference between a relative and a fixed
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cell reference? Do you know how to use functions in
your spreadsheet equations? Do you know how to
use the IF function? Have you created your own
macros to handle repetitive tasks? Have you ever
added branching or looping logic in your macro
programs?

c. Presentations: Have you ever used presentation
software to create presentation outlines? Have you
added your own multimedia content to a presenta-
tion? Do you know how to add charts and graphs
from spreadsheet software into your presentations so
that they automatically update when the spreadsheet
data change?

d. Database: Have you ever imported data into a data-
base from a text file? Have you ever written queries
to sort or filter data stored in a database table? Have
you built reports to format your data for output?
Have you built forms to aid in manual data entry?
Have you built functions or programs to manipulate
data stored in database tables?

2. Marketing: Competitive Intelligence

Strategic Marketing

Marketing professionals use information systems to
gather and analyze information about their competi-
tors. They use this information to assess their
product’s position relative to the competition and
make strategic marketing decisions about the
product, its price, its distribution (place), and the
best way to manage its promotion. Michael Bloom-
berg, founder of Bloomberg (www.bloomberg.com),
and others have made their fortunes gathering and
selling data about businesses. Marketing profession-
als find information about a business’s industry,
location, employees, products, technologies,
revenues, and market share useful when planning
marketing initiatives.

During your senior year, you will find yourself in
close competition for jobs. You can take the same
intelligence-gathering approach used by professional
marketers when planning how to sell your own skills.
Use the following questions to help you prepare for
your job search:

a. Product: Which business majors are presently in
greatest demand by employers? Use entry-level
salaries as the primary indicator for demand.

b. Product: Which colleges or universities in your
region pose the greatest competitive threat to
students with your major?

c. Price: What is the average salary for entry-level
employees in your major and geographic region? Is
salary your top concern? Why or why not?

d. Place: Which areas of the country are currently ex-
periencing the greatest employment growth?

e. Promotion: What is your marketing plan? Describe
how you plan to get your name and qualifications in
front of prospective employers. How can the Inter-
net help you get noticed?

. Competing against Free

Wikipedia Faces Down Encyclopedia Britannica
The record and movie industries are not the only in-
dustries to find themselves affected by free access to
their products. Encyclopedia Britannica faces chal-
lenges by a nonprofit competitor that provides its
services without charge or advertising, Wikipedia.org.
Wikipedia depends on volunteers to create and edit
original content under the condition that contributors
provide their work without copyright.

Who would work for free? During the creation of
the Oxford English Dictionary in the 19th century, the
editors solicited word articles and references from the
general public. In the 20th century, AOL.com found
thousands of volunteers to monitor its chat rooms.
Amazon.com coaxed more than 100,000 readers to
post book reviews on its retail Web site. Outdoing
them all in the 21st century, Wikipedia published its
one-millionth English language article in March 2006.
Wikipedia includes more than two million articles in
more than 200 languages, all created and edited by
more than one million users.

Can Wikipedia compete on quality? Wikipedia
provides its users both editing and monitoring tools,
which allows users to self-police. Wikipedia also uses
voluntary administrators who block vandals, temporar-
ily protect articles, and manage arbitration processes
when disputes arise. A paper published by Nazure in
December 2005 evaluated 50 Wikipedia articles and
found an average of four factual errors per Wikipedia
article compared with an average of three errors per ar-
ticle in the Encyclopedia Britannica. More significantly,
Wikipedians (as the volunteers call themselves) cor-
rected each error by January 2006. Alexa.com rated
Wikipedia.org as the 17th most visited Web site on the
Internet, while Britannica.com came in 2,858th place
(Yahoo and Google ranked in the 1st and 2nd places).

Wikipedia has already built on its success. In addi-
tion to offering foreign language encyclopedias, it also
provides a common media archive (commons.wikimedia.
org), a multilingual dictionary (www.wiktionary.org),
and a news service (www.wikinews.org).

a. How does the Wikimedia Foundation meet the
criteria for an agile company?

b. How does the Wikimedia Foundation meet the
criteria for a virtual company?

c. How does the Wikimedia Foundation meet the
criteria for a knowledge-creating organization?

d. How would you recommend that Encyclopedia
Britannica adapt to this new threat?

. Knowledge Management

Knowing What You Know

Employees often receive a great deal of unstructured
information in the form of e-mails. For example, em-
ployees may receive policies, announcements, and daily
operational information via e-mail. However, e-mail
systems typically make poor enterprisewide knowledge



management systems. New employees don’t have access
to e-mails predating their start date. Employees typi-
cally aren’t permitted to search others’ e-mail files for
needed information. Organizations lose productivity
when each employee spends time reviewing and orga-
nizing his or her e-mail files. Lastly, the same informa-
tion may find itself saved across thousands of different
e-mail files, thereby ballooning e-mail file storage space
requirements.

Microsoft’s Exchange server, IBM’s Domino server,
and Interwoven’s WorkSite, along with a wide variety of
open-standard Web-based products, aim to address an
organization’s need to share unstructured information.
These products provide common repositories for vari-
ous categories of information. For example, manage-
ment may use a “Policy” folder in Microsoft Exchange
to store all their policy decisions. Likewise, sales repre-
sentatives may use a “Competitive Intelligence” data-
base in IBM’s Domino server to store information
obtained during the sales process about competing
products, prices, or marketplace rumors. WorkSite us-
ers categorize and store all their electronic documents
in a large, searchable, secured common repository.
Organizations using these systems can secure them,
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manage them, and make them available to the appropri-
ate personnel. Managers can also appoint a few specific
employees requiring little technical experience to man-
age the content.

However, these systems cannot benefit an organiza-
tion if its employees fail to contribute their knowledge,
if they fail to use the system to retrieve information, or
if the system simply isn’t available where and when
needed. To help managers better understand how em-
ployees use these systems, knowledge management sys-
tems include usage statistics such as date/time, user
name, reads, writes, and even specific document access
information.

Research each of the products mentioned above and
answer the following questions:

a. What steps might a manager take to encourage his
or her employees to use the organization’s knowl-
edge management system?

b. Should managers set minimum quotas for system us-
age for each employee? Why or why not?

c. Aside from setting employee usage quotas, how
might an organization benefit from knowledge man-
agement system usage statistics?
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REAL WORLD

Wachovia and Others: Trading
Securities at the Speed of Light

ecurities trading is one of the few business activities
where a one-second processing delay can cost a com-
pany big bucks. Wachovia Corporate and Investment
Bank is addressing the growing competitive push toward in-
stantaneous trading with a comprehensive systems overhaul.
In a project that has cost more than $10 million so far,
Wachovia is tearing down its systems silos and replacing
them with an infrastructure that stretches seamlessly across
the firm’s many investment products and business functions.

“Competitive advantage comes from your math, your
workflow and your processes through your systems.
Straight-through processing is the utopian challenge for
Wall Street firms,” says Tony Bishop, senior vice president
and head of architecture and engineering. The first step in
the project, according to Bishop, was to prepare a matrix
that cross-referenced every major function (such as research,
risk management, selling, trading, clearing, settlement,
payment, and reporting) to each major product (debt and
equity products, asset-backed finance, derivatives, and so
on). The project team then had to take a hard look at the
existing systems in each cell. “We looked at the current sys-
tems and said, ‘Where can we build standardized frame-
works, components and services that would allow us to,
instead of building it four different times in silos, build it
once and extend it into one common sales platform, one
common trading platform and so on?’”

The resulting Service Oriented Enterprise Platform is
connected to a 10,000-processor grid using GridServer and
FabricServer from DataSynapse Inc.

In its data centers, Wachovia brought in Verari Systems
Inc.’s BladeRacks with quad-core Intel processors. Bishop
says he’s creating a “data center in a box” because Verari also
makes storage blades that can be tightly coupled with
processing blades in the same rack. The processing load at
the bank involves a great deal of reading and writing to tem-
porary files, and the intimate linkage of computing and stor-
age nodes makes that extremely efficient.

“We now do pricing in milliseconds, not seconds, for ei-
ther revenue protection or revenue gain,” says Bishop. The
advanced infrastructure has tripled processing capacity at
one-third the cost, for a ninefold financial return, Bishop
adds. Report generation that used to take 16 hours is now
done in 15 minutes. “This is where I'T becomes the enabler
to new business capabilities,” he says.

Executing complex strategies based on arcane mathe-
matical formulas, algorithmic trading systems generate
thousands of buy and sell orders every second, many of
which are canceled and overridden by subsequent orders,
sometimes only a few seconds apart. The goal of these com-
puter traders is to profit from minute, fleeting price anoma-
lies and to mask their intentions via “time slicing,” or carving
huge orders into smaller batches so as not to move the
market. A one-millisecond advantage in trading applications

can be worth $100 million a year to a major brokerage firm,
by one estimate.

The fastest systems, running from traders’ desks to ex-
change data centers, can execute transactions in a few milli-
seconds—so fast, in fact, that the physical distance between
two computers processing a transaction can slow down how
fast it happens. This problem is called data latency—delays
measured in split seconds. To overcome it, many high-
frequency algorithmic traders are moving their systems as
close to the Wall Street exchanges as possible.

Wall Street’s quest for speed is not only putting floor
traders out of work but also opening up space for new alter-
native exchanges and e-communications networks that com-
pete with the established stock markets. E-trading has reduced
overall volatility in the equities markets, because volatility
is a product of herd buying or selling, and e-trading—
responding instantaneously to tiny price fluctuations—
tends to smooth out such mass behavior. It has also
provided established exchanges with new revenue opportu-
nities, such as co-location services for companies that wish
to place their servers in direct physical proximity to the
exchanges’ systems. E-trading has also created opportuni-
ties for a new class of vendors—execution services firms
and systems integrators promising the fastest possible
transaction times.

At its most abstract level, the data-latency race repre-
sents the spear point of the global movement to eradicate
barriers—geographic, technical, psychological—to fair and
transparent markets. “Any fair market is going to select the
best price from the buyer or seller who gets their [sic] order
in there first,” says Alistair Brown, founder of Lime Broker-
age, one of the new-school broker-dealers, which uses cus-
tomized Linux servers to trade some 200 million shares a
day. “At that point, speed definitely becomes an issue. If eve-
ryone has access to the same information, when the market
moves, you want to be first. The people who are too slow are
going to get left behind.”

Value in Milliseconds

On the New Jersey side of the Lincoln Tunnel, in an anony-
mous three-story building, is one of the financial world’s
most important data centers. Pushing the doorbell at the un-
marked main entrance won’t get you inside. It’s merely a fa-
cade; the real entrance is harder to find.

The servers for five electronic exchanges are located in
this data center, along with computers belonging to dozens
of trading firms. Run by hosting company Savvis, the
Weehawken facility is home to some of the most advanced
trading technology anywhere. Much of Savvis’s growth can
be traced to the spread of what’s known as direct market
access. In the past, traders used consolidated feeds, which
are market data updates such as those provided by Reuters



and Thomson. Distributing those feeds, however, could take
up to 500 milliseconds, far too long for today’s automated
trading.

“Now you’re seeing a lot of the market data providers
and vendors who have direct exchange-feed connectivity,”
says Varghese Thomas, Savvis’s vice president of financial
markets. Savvis provides connectivity from the exchange di-
rectly to the client without having to go through a consoli-
dated system. The exchanges themselves are also profiting
from the demand for server space in physical proximity to
the markets. Even on the fastest networks, it takes 7 millisec-
onds for data to travel between the New York markets and
Chicago-based servers and 35 milliseconds between the
West and East coasts.

Many broker-dealers and execution-services firms are
paying premiums to place their servers inside the data cent-
ers of the National Association of Securities Dealers (NAS-
DAQ) and the New York Stock Exchange (NYSE).

About 100 firms now co-locate their servers with NAS-
DAQ?s, says Brian Hyndman, NASDAQ’s senior vice presi-
dent of transaction services, at a going rate of about $3,500
per rack per month. NASDAQ has seen 25 percent annual
increases in co-location in the last two years.

Physical co-location eliminates the unavoidable time
lags inherent in even the fastest wide area networks. Servers
in shared data centers typically are connected via Gigabit
Ethernet, with the ultra-highspeed switching fabric called
InfiniBand increasingly used for the same purpose, says
Yaron Haviv, CTO at Voltaire, a supplier of systems that can
achieve latencies of less than a microsecond, or one-millionth
of a second. Later this year, NASDAQ will shut down its
data center in Trumbull, Connecticut, and move all opera-
tions to one opened last year in New Jersey, with a backup in
the mid-Atlantic region, Hyndman says. (Trading firms and
exchanges are reluctant to disclose the exact locations of
their data centers.)

1. What competitive advantages can the companies de-
scribed in the case derive from the use of faster technol-
ogy and co-location of servers with the exchanges?
Which would you say are sustainable, and which ones
temporary or easily imitable? Justify your answer.

2. Tony Bishop of Wachovia stated that “Competitive ad-
vantage comes from your math, your workflow and
your processes through your systems.” Referring to
what you have learned in this chapter, develop opposing
viewpoints as to the role of I'T; if any, in the develop-
ment of competitive advantage. Use examples from the
case to support your positions.

3. What companies in industries other than securities
trading could benefit from technologies that focus on
reducing transaction processing times? Provide several
examples.
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The NYSE will begin to reduce its 10 data centers to
two in the next couple of years, says CTO Steve Rubinow.
Co-location, Rubinow says, not only guarantees fast trans-
actions, but also predictable ones. “If you’ve got some
trades going through at 10 milliseconds and some at 1 mil-
lisecond, that’s a problem” he says. “Our customers don’t
like variance.”

One of the biggest co-location customers is Credit Su-
isse, which handles about 10 percent of all U.S. equity trades
daily and which helped pioneer black-box trading systems
with exotic algorithms that go by monikers like Sniper,
Guerrilla, and Inline. Credit Suisse maintains Sun and
Egenera blade servers, some running Linux and some Win-
dows, in all the major U.S. markets, says Guy Cirillo, man-
ager of global sales channels for Credit Suisse’s Advanced
Execution Services (AES) unit, which serves major hedge
funds and other buy-side clients.

The AES trading engine in Credit Suisse’s Manhattan
headquarters is replicated in London, Hong Kong, and
Tokyo.

Guaranteed transaction times for AES clients—from
the time the order is received on the Credit Suisse system
until it gets an acknowledgment from the exchange,
e-communications network or “crossing network”—has
dropped from 15 milliseconds to 8 in the last year, Cirillo
says. Total execution time also includes any delays within
the exchange or “liquidity point” itself, a latency variable
over which Credit Suisse has no control.

“That response time is something the ECNs [electronic
communications networks] and the exchanges compete on as
well,” Cirillo says. “Their latency, their turnaround time,
and their infrastructure are all part of the electronic game.”

Source: Adapted from Gary Anthes, “Split Second Securities Trading at
Wachovia,” Computerworld, May 21, 2007; and Richard Martin, “Wall
Street’s Quest to Process Data at the Speed of Light,” InformationWeek,
April 21, 2007.

—1

1. Most of the discussion in the case was done from the
perspective of the trading firms and the value that these
technologies add to them and their customer. However,
the case also mentions actions taken by stock exchanges
to improve their transaction processing and turn these
needs into a revenue-generating asset. Research what re-
cent technologies have been implemented by major stock
exchanges such as NYSE and NASDAQ and prepare a
report detailing what benefits have occurred as a result.

2. The technologies described in the case represent an ex-
ample of how different barriers to the flow of goods and
information are being overcome by the use of I'T. Break
into small groups and select an industry other than the
one described in the case ; brainstorm what barriers to
commerce you see there and how I'T may help to do
away with them.
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REAL WORLD

IT Leaders: Reinventing IT as
a Strategic Business Partner

10 Steve Olive isn’t handing out any gold stars to

IT for providing good PC support or networking

service at Raytheon Integrated Defense Systems.

“Consistently reliable and excellent IT service
should be a given,” he says. “What businesses need and I'T
should be providing are innovative solutions to business
challenges.” That means creatively applying technology to
produce goods more efficiently and at a lower cost, to sell
and service more of them, and to do so at the highest possi-
ble profit margins.

It also means using I'T to create new products and ser-
vices and even whole new business models, says Darryl Le-
mecha, CIO at ChoicePoint Inc. Because technology is
embedded in just about everything a company does, “tech-
nology strategy and business strategy are now one.” Kath-
leen McNulty, CIO at The Schwan Food Co., puts it this
way: “It’s not about I'T automating the business anymore.
It’s about innovating it, improving it.” So forget about I'T
supporting the business. I'T leaders are focused on reinvent-
ing the business, starting with the I'T organization.

Their timing couldn’t be better. According to Gartner
Inc., within five years, 60 percent of chief executives will
make their CIOs responsible for using information as a stra-
tegic (read: revenue-generating) asset. Gartner also predicts
that 40 percent of CEOs will make CIOs responsible for
business model innovation.

IT executives such as John Hinkle at Trans World En-
tertainment Corp., Patrick Bennett at E! Entertainment Tel-
evision Inc., and Filippo Passerini at the Procter & Gamble
Co. are all over this trend already. They are completely
transforming their I'T organizations, and everything is up
for radical change, from how and where I'T is housed within
their companies to I'T job titles. I'T duties increasingly in-
volve responsibility for business processes, as well as the
technology that supports them. Also up for reinvention is
how IT value is measured.

“If you want to drive a significant amount of behavioral
change in an organization, it takes some big swings,” says
Hinkle. “Maybe that means dramatic structural change or
changing what people do.” At Trans World, it involved all of
the above.

One of the first things Hinkle did when he came to
Trans World from General Electric was abolish the title of
analyst and move people in that role into the project man-
agement office (PMO), which oversees all technology and
business projects, as well as all business process changes for
the company’s 800 music stores. Project managers have de-
veloped expertise and a special rapport with the specific
business functions to which they are dedicated. New projects
and even systems changes go through the PMO, which uses
Six Sigma project management processes.

As CIO, Hinkle oversees the PMO, is a member of the
company’s executive board, and is deeply entrenched in all

business decisions. “I'm involved in merchandising, store
planning and in every other core strategic meeting at the
company,” Hinkle says. “I’'m expected to be very well versed
in these things, and I'm also expected to answer more than
the I'T questions. I’'m part of the strategy brainstorming.”

Hinkle expects his I'T team to be equally well versed in
business processes, which is why every I'T staffer spends a
minimum of three days in the field every year, working in a
store, a warehouse, or a department such as finance or pay-
roll. “That way, they know what the business really needs
and how to help,” he says. “You don’t have a supply chain
system or financial system that works in a box or a point-of-
sale system that just takes money. Now we have highly inte-
grated data flows, so every project requires an understanding
of all systems and all business areas.” By knowing the busi-
ness, “they better understand why they might get a call for
support at 1:00 in the morning,” he adds.

At ChoicePoint, Lemecha created a federated structure
with two bands of I'T positions: one for technical workers,
who hold the title of I'T architect; and one for managers, who
hold the title of business information officer (BIO). “We
believe in two independent career paths. Just because you
don’t manage people doesn’t mean you should be limited in
how far you go in the company,” he says.

The BIOs are embedded in each of ChoicePoint’s busi-
nesses and act as local CIOs. “They understand the opera-
tional issues, they know all of the people, and they spend 100
percent of their time in the business units,” where they can
directly affect business—I'T alignment, Lemecha says. “They
know and understand the business because they live in the
business,” he says. The chief benefit of this arrangement is
“when you fix the alignment problems, you do the right I'T
projects and, ultimately, impact revenue and get better cus-
tomer service,” Lemecha says. ChoicePoint’s consistent rev-
enue growth, ranging between 5 percent and 15 percent
annually for the past several years, is no coincidence.

At Cincinnati-based Procter & Gamble (P&G), the
company’s top I'T project over the past three years has been
to reinvent I'T itself according to a four-year strategic
alignment plan. “In the last year, we reshaped, renamed,
refocused and began retraining our 2,500-person I'T team,”
says Passerini, who is global business services officer in
addition to CIO. The I'T department was renamed Informa-
tion & Decision Solutions (IDS). The new IDS group was
then merged into P&G’s Global Business Services shared-
services organization, which is also home to the human
resources, finance, strategic planning, and relocation func-
tions. IDS staffers focus on high-level, I'T-enabled business
projects exclusively; routine IT tasks are outsourced to
Hewlett-Packard Co. under a 10-year, $3 billion agreement
signed in 2003.

Passerini has charged IDS with the same three business
goals of every other P&G business unit: to increase profits,



market share, and volume. To accomplish this, IDS focuses
on three key tactics: getting and distributing data faster,
innovating and speeding the ways in which P&G gets prod-
ucts to market, and applying consumer-friendly techniques
to delivering new I'T products and services to P&G’s inter-
nal user base. For example, IDS has developed a virtual
modeling process and simulation techniques that allow pack-
age design, consumer testing, product testing, and even new
manufacturing techniques to be developed and tested in a
fully virtual environment, dramatically accelerating the cycle
time for new products.

“When we have new products, we can build virtual retail
shelves and even show our competitors’ products on them.
More importantly, we can build our products to the scale of
different retailers’ shelves. This is all about building business
capabilities for P&G,” Passerini says. “The whole idea is
running I'T as a business, but not necessarily using [tradi-
tional return-on-investment] financial measures to quantify
I'T’ value,” he says. “In the end, no one believes those num-
bers anyhow. The numbers you want are higher profits,
market share, and volumes. In reality, it’s all about the rele-
vancy of I'T’ contribution to the business,” Passerini adds.
That is how I'T’ value is measured at P&G.

E! Entertainment Television in Los Angeles has radically
departed from its traditional model of separate I'T and tele-
vision broadcast operations. The change coincides with the
broadcast side’s shift from tape to digital technology. Before,
separate vice presidents oversaw online, television network,
and IT operations. Now there is a single senior vice presi-
dent of technology and operations ; ideas, designs, technol-
ogy, and projects are shared among all three operations.

For example, I'T personnel were involved in the design
of E! Online content from the time the site was first
launched in October 2006, notes Bennett, executive director
of business applications. “Before, we would have gotten the
specs and built it much like a contractor,” he says. “But now,
I'T was in on branding discussions and audience focus groups
from the beginning. “What we’ve done is flatten the more
formal [software development] processes and made them

1. What are the business and political challenges that are
likely to occur as a result of the transformation of I'T
from a support activity to a partner role? Use examples
from the case to illustrate your answer.

2. What implications does this shift in the strategic out-
look of I'T have for traditional I'T workers and for the
educational institutions that train them? How does this
change the emphasis on what knowledge and skills the
IT person of the future should have?

3. To what extent do you agree with the idea that technol-
ogy is embedded in just about everything a company
does? Provide examples, other than those included in
the case, of recent product introductions that could not
have been possible without heavy reliance on I'T.
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more person-to-person” as a way to develop products and
services faster across all media, Bennett says. “As we interact
with executives and users and release software iteratively,
we're also gaining greater domain knowledge about the
business,” he notes.

Just recently, I'T participated in a discussion about offer-
ing an online feature that would let Web viewers of E! On-
line vote on whether celebrities on the red carpet at the
Golden Globe and Oscar celebrations are hot or not. “Now
that’s not a traditional discussion or conversation you would
have in I'T;” Bennett notes wryly, “but now we’re thinking
about these kinds of things across all media.” Under the new
organizational structure, “there’s constant interaction and
exchange of information and ideas through human contact.
As opposed to being assigned to a user department, I'T is
constantly interacting across media,” he says. “You’re more
of a partner with the business. You’re creating products to-
gether. I'T is definitely stepping out from behind the shad-
ows of backoffice corporate systems.”

“It’s very much a different mind-set,” says Raytheon’s
Olive, whose overhauled I'T organization now includes cus-
tomer relationship managers who are embedded in the busi-
ness, plus 10 teams of technical workers who support I'T
frameworks such as infrastructure, application support, and
desktop services. The vast majority of those technical work-
ers are “home-roomed” in cross-business teams that work
on projects that the customer relationship managers bring to
them, he notes.

“It took two years for this model to really jell. At first,
there was a little bit of tension while the clarity of roles and
responsibilities was a little confusing,” Olive acknowledges.
“But once we defined roles and responsibilities, it improved
morale and worked to create a highly motivated workforce
because we were making higher-level contributions to the
business.”

Source: Adapted from Julia King, “How IT Is Reinventing Itself as a Strategic
Business Partner,” Computerworld, February 19, 2007.

—1

1. Search the Internet to find information about other
firms that have transformed their I'T organizations and
the role that the CIO plays in the governance structure
of the organization. What benefits have they been able
to derive from these changes? Prepare a report and
present your findings to your class.

2. Consider the virtual reality technologies employed by
Procter & Gamble and described in this case. Break
into small groups and brainstorm applications of these
types of technologies for companies in industries other
than those reviewed in the case.
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hat challenges do information system technologies pose for business
professionals? What basic knowledge should you possess about
information technology? The four chapters of this module give
you an overview of the hardware, software, and data resource management and
telecommunications network technologies used ian information systems and
their implications for business managers and professionals.

Chapter 3: Computer Hardware reviews history, trends, and developments

in microcomputer, midrange, and mainframe computer systems; basic computer
system concepts; and the major types of technologies used in peripheral devices
for computer input, output, and storage.

Chapter 4: Computer Software reviews the basic features and trends in the
major types of application software and system software used to support enterprise
and end-user computing.

Chapter 5: Data Resource Management emphasizes management of the data
resources of computer-using organizations. This chapter reviews key database
management concepts and applications in business information systems.

Chapter 6: Telecommunications and Networks presents an overview of the
Internet and other telecommunication networks, business applications, and
trends and reviews technical telecommunications alternatives.



COMPUTER HARDWARE

Section I

Computer Systems: End User and Enterprise
Computing

Introduction

A Brief History of Computer Hardware

Real World Case: AstraZeneca, UnitedHealth, and
Others: I'T Asset Management—Do You Know What
You've Got?

Types of Computer Systems

Microcomputer Systems

Midrange Systems

Mainframe Computer Systems

Technical Note: The Computer System Concept
Moore’s Law: Where Do We Go from Here?
Section II

Computer Peripherals: Input, Output, and
Storage Technologies

Peripherals

Input Technologies

Real World Case: I'T in Healthcare: Voice Recognition
Tools Make Rounds at Hospitals

Output Technologies

Storage Trade-Offs

Semiconductor Memory

Magnetic Disks

Magnetic Tape

Optical Disks

Radio Frequency Identification

Predictions for the Future

Real World Case: IBM, Wachovia, and PayPal: Grid
Computing Makes It Easier and Cheaper

Real World Case: Apple, Microsoft, IBM, and Others:
The Touch Screen Comes of Age

Business
Applications

. Understand the history and evolution of computer

hardware.

. Identify the major types and uses of microcom-

puter, midrange, and mainframe computer
systems.

. Outline the major technologies and uses of com-

puter peripherals for input, output, and storage.

. Identify and give examples of the components and

functions of a computer system.

. Identify the computer systems and peripherals

you would acquire or recommend for a business
of your choice, and explain the reasons for your
selections.
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Introduction

A Brief History
of Computer
Hardware

Computer Systems: End User
and Enterprise Computing

All computers are systems of input, processing, output, storage, and control compo-
nents. In this section, we discuss the history, trends, applications, and some basic con-
cepts of the many types of computer systems in use today. In Section II, we will cover
the changing technologies for input, output, and storage that are provided by the pe-
ripheral devices that are part of modern computer systems.

Read the Real World Case regarding management of I'T assets. We can learn a lot
about how different organizations keep track of their I'T assets and manage their life-
cycle from this case. See Figure 3.1.

Today we are witnessing rapid technological changes on a broad scale. However,
many centuries elapsed before technology was sufficiently advanced to develop com-
puters. Without computers, many technological achievements of the past would not
have been possible. "To fully appreciate their contribution, we must understand their
history and evolution. Although a thorough discussion of computing history is beyond
the scope of this text, a brief consideration of the development of the computer is
possible. Let’s look quickly into the development of computers.

At the dawn of the human concept of numbers, humans used their fingers and toes
to perform basic mathematical activities. Then our ancestors realized that by using
some objects to represent digits, they could perform computations beyond the limited
scope of their own fingers and toes. Can’t you just see in your mind a cave full of cave-
men performing some group accounting function using their fingers, toes, sticks, and
rocks? It creates a comical, yet accurate, picture.

Shells, chicken bones, or any number of objects could have been used, but the fact
that the word calculate is derived from calculus, the Latin word for “small stone,” sug-
gests that pebbles or beads were arranged to form the familiar abacus, arguably the
first human-made computing device. By manipulating the beads, it was possible with
some skill and practice to make rapid calculations.

Blaise Pascal, a French mathematician, invented what is believed to be the first
mechanical adding machine in 1642. The machine partially adopted the principles of
the abacus but did away with the use of the hand to move the beads or counters. In-
stead, Pascal used wheels to move counters. The principle of Pascal’s machine is still
being used today, such as in the counters of tape recorders and odometers. In 1674,
Gottfried Wilhelm von Leibniz improved Pascal’s machine so that the machine could
divide and multiply as easily as it could add and subtract.

When the age of industrialization spread throughout Europe, machines became
fixtures in agricultural and production sites. An invention that made profound changes
in the history of industrialization, as well as in the history of computing, was the me-
chanical loom, invented by a Frenchman named Joseph Jacquard. With the use of
cards punched with holes, it was possible for the Jacquard loom to weave fabrics in a
variety of patterns. Jacquard’s loom was controlled by a program encoded into the
punched cards. The operator created the program once and was able to duplicate it
many times over with consistency and accuracy.

The idea of using punched cards to store a predetermined pattern to be woven by
the loom clicked in the mind of Charles Babbage, an English mathematician who
lived in the 19th century. He foresaw a machine that could perform all mathematical
calculations, store values in its memory, and perform logical comparisons among val-
ues. He called it the Analytical Engine. Babbage’s analytical engine, however, was
never built. It lacked one thing: electronics. Herman Hollerith eventually adapted
Jacquard’s concept of the punched card to record census data in the late 1880s.
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AstraZeneca, UnitedHealth, and

Others: IT Asset Management—Do
You Know What You've Got?

lobal pharmaceuticals giant AstraZeneca needed

some strong medicine of its own to fix a bur-

geoning I'T asset management problem. It was
brought about by multiple acquisitions and their nonstand-
ard gear, a high-tech workforce spread across 255 facilities in
147 countries, and a total of more than 67,000 employees
using more than 90,000 hardware and software assets rang-
ing from notebooks to SAP and Oracle enterprise applica-
tions and databases.

With software vendors becoming more aggressive on
audits as sales of new products are generally weak, and with
greater internal collaboration requiring a more consistent
set of tools to simplify processes and maintenance, the $31
billion pharmaceuticals company realized a few years ago
that Microsoft’s Systems Management Server was simply
overmatched for the job of managing the global enterprise’s
complex base of I'T assets.

So Microsoft recommended the asset management
products offered by a French company called PS’Soft, which
is a subsidiary of BDNA Corp., a top provider of I'T infra-
structure inventory and analysis solutions. In the years that
AstraZeneca has been steadily getting its I'T assets under
control, PS’Soft has distinguished itself like few other I'T
vendors, according to AstraZeneca Global IT Asset lead
Bernard Warrington.

“In all my years, our engagement with PS’Soft was one
of the first and only times we had an I'T vendor show such
willingness to work as a true partner and really try to solve
our problems with us,” Warrington says. Referring to
PS’Soft’s Julian Moreau, Warrington described the uniquely

FIGURE 3.1

Source: © Royalty Free/Corbis.

open collaboration that allowed him and his team to under-
stand the problem, design the solution, and then execute the
plan.

“Julian and I worked extremely closely together, and
from there our partnership cascaded down to the other
members of the team,” Warrington says. “But I need to be
very clear about that: in the beginning, the knowledge and
expertise were clearly with them—they were teaching and
we were learning.”

The problem, Warrington says, is that in the increas-
ingly strategic world of I'T asset management, “the toolset
itself meets only 30 percent of the overall need: on top of
that, you need to build the processes, understand the costs,
come up with standards, develop interfaces with other major
vendors, and much more—we simply didn’t have all the
skills necessary to cover that total lifecycle. But PS’Soft did
have those skills, both in-house and through their contacts.”

In addition, says Warrington, PS’Soft and BDNA had
the global experiences necessary to help AstraZeneca get its
arms around its global sprawl of I'T gear, which was essential
so the company could (1) begin to gain greater leverage in
purchasing negotiations, and (2) be able to fairly, but aggres-
sively, hold its own during audits by software vendors.

“In so many countries where we operate, the tradition
has been that budgets are managed locally, making it impos-
sible to see the global aggregate in detail,” Warrington says.
“We simply did not have the ability to get a global view. The
old tools we used gave us something of a snapshot, but didn’t
let us have enough insight to be able to manage the situa-
tion. At the same time, the I'T vendors are getting very ag-
gressive with audits, and without offering a specific number
I can tell you that millions and millions of dollars are at
stake—and before our engagement with PS’Soft, no matter
how hard we tried with the old toolset, we were just not able
to achieve those potential cost savings from vendors.”

Over time, Warrington says, AstraZeneca gained that
necessary level of control and knowledge: “Now Astra-
Zeneca is in a position to enter negotiations from a position
of strength, confidence, and knowledge.” And that achieve-
ment has given the company a new perspective on the realm
of I'T asset management. Warrington says, “Too many com-
panies just look on I'T asset management as nothing more
than bean counting, versus looking deeper and understand-
ing the ROI and ROA that can be achieved.

“But we learned first hand that there is a huge opportu-
nity to get control over what you have, to satisfy even the
most rigorous audit, and to negotiate better contracts. And
that’s a lot more than bean counting,” says Warrington.

IT organizations in diversified companies—particularly
those grown through acquisition—wage a seemingly end-
less battle against unnecessary IT diversity and related
costs. Conceived, planned, and executed in 18 months,
UnitedHealth Group’s (UHG) Hercules program proves
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that the complexity can be conquered, while protecting or
improving I'T’ service levels. By creating a standard desk-
top configuration and consistent management processes,
Hercules reduced total cost of ownership to $76 per month
per desktop, from more than $240.

In 2004, with the CEO’s support, Alistair Jacques,
then SVP of UHG-IT, launched Hercules, focusing it on
standardizing and streamlining the processes behind desktop
management: procurement, configuration, installation, life
cycle, and asset management. In addition to this focus on
process, two techniques stand out as key to the program’s
success. Working with finance, I'T developed a chargeback
model that imposes a premium on nonstandardized desktop
configurations: $170 per month versus $45 per month for a
standard configuration. This value price encourages business
managers to choose the more efficient infrastructure. UHG
also reduced costly on-site support by reorganizing it: A cen-
tral I'T team manages high-level support activities, complet-
ing 95 percent remotely, while select, on-site end users
(often non-IT administrative staff trained by I'T) provide ba-
sic support to colleagues.

UHG-IT treated desktop management as a business
process challenge rather than a technology issue. This ap-
proach freed them to use tactics like non-IT staff for desktop
support and value pricing. To date, UHG has converted
75,000 out of 90,000 devices to the new standards, delivering
$42 million in annual savings. UHG can now manage nearly
four times the number of end users with the same number of
IT personnel as in 2004, all while actually improving—not
diminishing—service levels. I'T now deploys 99.4 percent
of releases, updates, and patches in three hours, instead of
65 percent in three weeks.

Indeed, companies that blow off asset management do so
at their own peril. At the same time, 99 percent of compa-
nies that her organization comes across don’t have a proper
asset management process in place, according to Elisabeth
Vanderveldt, vice president of business development at
Montreal-based IT services and consulting firm Conamex
International Software Corp.

That’s a staggering number, considering the value that
life-cycle management can bring to an organization. And it’s

1. What are the companies mentioned in the case trying
to control, or manage, through these projects? What is
the problem? And how did they get there?

2. What are the business benefits of implementing strong
IT asset management programs? In what ways have the
companies discussed in the case benefited? Provide sev-
eral examples.

3. One of the companies in the case, UnitedHealth Group,
tackled the issue by imposing standardization and “charg-
ing” those stepping outside standard models. How
should they balance the need to standardize with being
able to provide business units with the technologies best
suited to their specific needs? Justify your answer.

indicative of the widespread lack of respect for this impor-
tant aspect of I'T operations.

The ideal time to start considering an asset management
program is before the business and its I'T infrastructure is
even up and running, but the common scenario is that cor-
porations look to asset management after they’ve encoun-
tered a problem running the infrastructure.

Businesses” mentality about asset management is evolving,
however. Companies used to consider only reliability, availabil-
ity, and overall equipment effectiveness in the equation. But
now, he said, there is recognition of factors like continuing pres-
sures on cost and green technology. “It really requires a mature
organization to understand what’s going to be needed to assess
and execute a life-cycle management strategy,” says Don Barry,
associate partner in global business services in the supply chain
operations and asset management solutions at IBM.

Why is a life-cycle management program important?
For one thing, it puts I'T in much better control of its assets,
and this can have a number of benefits.

“IT can make really intelligent decisions around what
they should get rid of, and they might even find they have
more money in the budget and they can start taking a look at
newer technology and see if they can bring it in-house. With-
out that big picture, they just end up spending more and more
money than had they been proactive,” says Vanderveldt.

Life-cycle management also has value as a risk manage-
ment tool, and it aids in the disaster recovery process as well,
she adds. “It’s also beneficial for those moments that are just
completely out of your control, like mergers. acquisitions
and uncontrolled corporate growth, either organic or inor-
ganic,” says Darin Stahl, an analyst at London, Ontario
based Info-Tech Research Group. “IT leaders without this
tool set are now charged with pulling all this information
together on short notice. That could be diminished consid-
erably in terms of turnaround time and effort for I'T guys if
they have a holistic asset management program in place.”

Source: Adapted from Bob Evans, “Global CIO Quick Takes: AstraZeneca
Saves Millions with BDNA,” InformationWeek, February 22, 2010; Rick
Swanborg, “ Desktop Management: How UnitedHealth Used Standardiza-
tion to Cut Costs,” CIO.com, April 28, 2009; and Kathleen Lau, “Asset Man-
agement: Do You Know What You've Got?,” CIO Canada, August 13, 2008.

—

1. An important metric in this area considered by compa-
nies is the Total Cost of Ownership (T'CO) of their I'T
assets. Go online and research what T'CO is and how it
is related to I'T asset management. How are companies
using T'CO to manage their I'T investments? Prepare a
presentation to share your research with the rest of
your class.

5

What does Don Barry of IBM mean by “life-cycle” in
the context of this case? How would this life-cycle man-
agement work when it comes to I'T assets? Break into
small groups with your classmates and create a working
definition of life-cycle management and how it works as
you understand it from the case.
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ENIAC was the first digital
computer. It is easy to see
how far we have come in
the evolution of computers.
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Census data were translated into a series of holes in a punched card to represent the
digits and the letters of the alphabet. The card was then passed through a machine
with a series of electrical contacts that were either turned off or on, depending on the
existence of holes in the punched cards. These different combinations of off/on situ-
ations were recorded by the machine and represented a way of tabulating the result of
the census. Hollerith’s machine was highly successful; it cut the time it took to tabu-
late the result of the census by two-thirds, and it made money for the company that
manufactured it. In 1911, this company merged with its competitor to form Interna-
tional Business Machines (IBM).

The ENIAC (Electronic Numerical Integrator and Computer) was the first elec-
tronic digital computer. It was completed in 1946 at the Moore School of Electrical
Engineering of the University of Pennsylvania. With no moving parts, ENIAC was
programmable and had the capability to store problem calculations using vacuum
tubes (about 18,000).

A computer that uses vacuum tube technology is called a first-generation compu-
ter. The ENIAC could add in 0.2 of a millisecond, or about 5,000 computations per
second. The principal drawback of ENIAC was its size and processing ability. It oc-
cupied more than 1,500 square feet of floor space and could process only one program
or problem at a time. As an aside, the power requirements for ENIAC were such that
adjacent common area lighting dimmed during the power up and calculation cycles.
Figure 3.2 shows the ENIAC complex.

In the 1950s, Remington Rand manufactured the UNIVAC I (Universal Automatic
Calculator). It could calculate at the rate of 10,000 additions per second. In 1957, IBM
developed the IBM 704, which could perform 100,000 calculations per second.

In the late 1950s, transistors were invented and quickly replaced the thousands of
vacuum tubes used in electronic computers. A transistor-based computer could per-
form 200,000-250,000 calculations per second. The transistorized computer repre-
sents the second generation of computer. It was not until the mid-1960s that the third
generation of computers came into being. These were characterized by solid-state
technology and integrated circuitry coupled with extreme miniaturization.

No history of electronic computing would be complete without acknowledging
Jack Kilby. Kilby was a Nobel Prize laureate in physics in 2000 for his invention of
the integrated circuit in 1958 while working at Texas Instruments (TT). He is also
the inventor of the handheld calculator and thermal printer. Without his work that
generated a patent for a “Solid Circuit made of Germanium,” our worlds, and most
certainly our computers, would be much different and less productive than we
enjoy today.

Source: Photo courtesy of United States Army.
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Types of
Computer
Systems

In 1971, the fourth generation of computers was characterized by further minia-
turization of circuits, increased multiprogramming, and virtual storage memory. In
the 1980s, the fifth generation of computers operated at speeds of 3—5 million calcula-
tions per second (for small-scale computers) and 10-15 million instructions per sec-
ond (for large-scale computers).

The age of microcomputers began in 1975 when a company called MITS intro-
duced the ALTAIR 8800. The computer was programmed by flicking switches on the
front. It came as a kit and had to be soldered together. It had no software programs,
but it was a personal computer available to the consumer for a few thousand dollars
when most computer companies were charging tens of thousands of dollars. In 1977
both Commodore and Radio Shack announced that they were going to make personal
computers. They did, and trotting along right beside them were Steve Jobs and Steve
Wozniak, who invented their computer in a garage while in college. Mass production
of the Apple began in 1979, and by the end of 1981, it was the fastest selling of all the
personal computers. In August 1982 the IBM PC was born, and many would argue
that the world changed forever as a result.

Following the introduction of the personal computer in the early 1980s, we used
our knowledge of computer networks gained in the early days of computing and com-
bined it with new and innovative technologies to create massive networks of people,
computers, and data on which anyone can find almost anything: the Internet. Today
we continue to see amazing advancements in computing technologies.

Okay, it’s time to slow down a bit and begin our discussion of today’s computer
hardware.

Today’s computer systems come in a variety of sizes, shapes, and computing capabili-
ties. Rapid hardware and software developments and changing end-user needs con-
tinue to drive the emergence of new models of computers, from the smallest handheld
personal digital assistant/cell phone combinations to the largest multiple-CPU main-
frames for enterprises. See Figure 3.3.

FIGURE 3.3  Examples of computer system categories.

® Microcomputer Systems
Personal computers, network
computers, technical workstations,
personal digital assistants,
information appliances, etc.

m Midrange Systems
Network servers, minicomputers,

Web servers, multiuser systems, etc.

® Mainframe Systems
Enterprise systems, superservers,

| transaction processors,
supercomputers, etc.

Source: Courtesy of Hewlett-Packard.
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Categories such as mainframe, midrange, and microcomputer systems are still used to
help us express the relative processing power and number of end users that can be sup-
ported by different types of computers. These are not precise classifications, and they
do overlap each other. Thus, other names are commonly given to highlight the major
uses of particular types of computers. Examples include personal computers, network
servers, network computers, and technical workstations.

In addition, experts continue to predict the merging or disappearance of sev-
eral computer categories. They feel, for example, that many midrange and main-
frame systems have been made obsolete by the power and versatility of networks
composed of microcomputers and servers. Other industry experts have predicted
that the emergence of network computers and information appliances for applica-
tions on the Internet and corporate intranets will replace many personal comput-
ers, especially in large organizations and in the home computer market. Still others
suggest that the concept of nanocomputers (computing devices that are smaller than
micro) will eventually pervade our entire understanding of personal computing.
Only time will tell whether such predictions will equal the expectations of industry
forecasters.

The entire center of gravity in computing has shifted. For millions of consumers

and business users, the main function of desktop PCs is as a window to the Internet.
Computers are now communications devices, and consumers want them to be as cheap
as possible.

Microcomputers are the most important category of computer systems for both
businesspeople and consumers. Although usually called a personal computer, or PC, a
microcomputer is much more than a small computer for use by an individual as a
communication device. The computing power of microcomputers now exceeds that
of the mainframes of previous computer generations, at a fraction of their cost.
Thus, they have become powerful networked professional workstations for business
professionals.

Consider the computing power on the Apollo 11 spacecraft. Most certainly, landing
men on the moon and returning them safely to earth was an extraordinary feat. The
computer that assisted them in everything from navigation to systems monitoring was
equally extraordinary. Apollo 11 had a 2.048 MHz CPU that was built by MIT. Today’s
standards can be measured in the 4 GHz in many home PCs (MHz is 1 million com-
puting cycles per second and GHz is 1 billion computing cycles per second). Further,
the Apollo 11 computer weighed 70 pounds versus today’s powerful laptops weighing
in as little as 1 pound. This is progress, for sure.

Microcomputers come in a variety of sizes and shapes for a variety of purposes, as
Figure 3.4 illustrates. For example, PCs are available as handheld, notebook, laptop,
tablet, portable, desktop, and floor-standing models. Or, based on their use, they in-
clude home, personal, professional, workstation, and multiuser systems. Most micro-
computers are desktops designed to fit on an office desk or laptops for those who want
a small, portable PC. Figure 3.5 offers advice on some of the key features you should
consider when acquiring a high-end professional workstation, multimedia PC, or be-
ginner’s system. This breakdown should give you some idea of the range of features
available in today’s microcomputers.

Some microcomputers are powerful workstation computers (technical worksta-
tions) that support applications with heavy mathematical computing and graphics dis-
play demands, such as computer-aided design (CAD) in engineering or investment
and portfolio analysis in the securities industry. Other microcomputers are used as
network servers. These are usually more powerful microcomputers that coordinate
telecommunications and resource sharing in small local area networks (LANs) and in
Internet and intranet Web sites.
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FIGURE 3.4 Examples of microcomputer systems:

a. A notebook microcomputer.
Source: Hewlett-Packard.

b. The microcomputer as a professional workstation.
Source: Corbis.

Source: Courtesy of Hewlett-Packard.

FIGURE 3.5 Examples of recommended features for the three types of PC users. Note: www.dell.com and www.
gateway.com are good sources for the latest PC features available.

Business Pro Multimedia Heavy or Gamer Newcomer
To track products, customers, and Media pros and dedicated gamers will Save some money with a Celeron
firm performance, more than just a want at least a Mac G4 or a processor in the 2-3 GHz range
fast machine is necessary: 2-3 GHz Intel dual-core chip, and while looking for
® 34 GHz dual-core processor e 4-8GBRAM e 2GBRAM
e 4-8 GBRAM ® 250" GB hard drive ® 120-160 GB hard drive
® 500 GB hard drive ® 19-inch or better flat-panel display ® 15-to 17-inch flat panel or wide
e Up to 19-inch flat-panel ® 16X or better DVD+RW screen
display ® Video cards (as fast and as powerful ¢ CD-RW/DVD
e CD-RW/DVD+RW as budget permits) e USB port
® Network interface card ® Sound cards ® Inkjet printer
e Color laser printer ® Laser printer (color or B&W)
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What do you look for in a new PC system? A big, bright screen? Zippy new proces-
sor? Capacious hard drive? Acres of RAM? Sorry, none of these is a top concern for
corporate PC buyers. Numerous studies have shown that the price of a new compu-
ter is only a small part of the total cost of ownership (TCO). Support, maintenance,
and other intangibles contribute far more heavily to the sum. Let’s take a look at
three top criteria.

Solid Performance at a Reasonable Price. Corporate buyers know that their users
probably aren’t mapping the human genome or plotting trajectories to Saturn.
They’re doing word processing, order entry, sales contact management, and other
essential business tasks. They need a solid, competent machine at a reasonable price,
not the latest whizbang.

Many organizations are adopting a laptop, rather than desktop, strategy. Using
this approach, the employee uses his or her laptop while in the office and out in the
field. With the proliferation of wireless Internet access, this strategy allows employ-
ees to take the desktop with them wherever they may be—at their desk, in a confer-
ence room, at a meeting off-site, or in a hotel room in another country.

One outcome of this strategy is the development and acquisition of more power-
ful laptops with larger and higher-quality screens. This demand presents a challenge
to laptop manufacturers to provide higher quality while continuing to make the lap-
top lightweight and portable.

Operating System Ready. A change in the operating system of a computer is the
most disruptive upgrade an enterprise has to face. That’s why many corporate buyers
want their machines to be able to handle current operating systems and anticipate
new ones. Although most organizations have adopted Windows XP or Vista, some
enterprises still use operating systems of an earlier vintage. Ultimately, they must be
able to make the transition to Windows 7 (the newest OS from Microsoft) and even
to OS versions expected three to five years from now. Primarily, that demand means

deciding what hard disk space and RAM will be sufficient.

Connectivity. Networked machines are a given in corporate life, and Internet-ready
machines are becoming a given. Buyers need machines equipped with reliable wireless
capabilities. With fewer cables to worry about, wireless networks, especially when
combined with laptop PCs, contribute to the flexibility of the workplace and the sim-
plicity of PC deployment. Many organizations are planning for Internet-based appli-
cations and need machines ready to make fast, reliable, and secure connections.

Security-Equipped. Most of the data that is processed by networked workstations
in a modern corporate environment can be considered proprietary, if not mission-
critical. A major criterion for corporate purchase is the degree to which the device
can accept or conform to the myriad of security measures in use in that organization.
Can it accept a USB dongle, smartcard reader, biometric access device, and so forth?
We will cover this aspect in greater detail in Chapter 13.

Computer terminals, essentially any device that allows access to a computer, are
undergoing a major conversion to networked computer devices. Dumb terminals,
which are keyboard/video monitor devices with limited processing capabilities, are
being replaced by intelligent terminals, which are modified networked PCs or
network computers. Also included are network terminals, which may be Windows
terminals that depend on network servers for Windows software, processing power,
and storage, or Interner terminals, which depend on Internet or intranet Web site
servers for their operating systems and application software.
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Network Computers

Information
Appliances

Intelligent terminals take many forms and can perform data entry and some infor-
mation processing tasks independently. These tasks include the widespread use of
transaction terminals in banks, retail stores, factories, and other work sites. Exam-
ples are automated teller machines (ATMs), factory production recorders, airport
check-in kiosks, and retail point-of-sale (POS) terminals. These intelligent terminals
use keypads, touch screens, bar code scanners, and other input methods to capture
data and interact with end users during a transaction, while relying on servers or other
computers in the network for further transaction processing.

Network computers (NCs) are a microcomputer category designed primarily for use
with the Internet and corporate intranets by clerical workers, operational employees,
and knowledge workers with specialized or limited computing applications. These
NCs are low-cost, sealed microcomputers with no or minimal disk storage that are
linked to the network. Users of NCs depend primarily on network servers for their
operating system and Web browser, application software, and data access and storage.

One of the main attractions of network computers is their lower TCO (total cost
of ownership), that is, the total of all costs associated with purchasing, installing, oper-
ating, and maintaining a computer. Purchase upgrades, maintenance, and support cost
much less than for full-featured PCs. Other benefits to business include the ease of
software distribution and licensing, computing platform standardization, reduced end-
user support requirements, and improved manageability through centralized manage-
ment and enterprisewide control of computer network resources.

PCs aren’t the only option: A bost of smart gadgets and information appliances—from
cellular phones and pagers to handheld PCs and Web-based game machines—promise
Internet access and the ability to perform basic computational chores.

Handheld microcomputer devices known as personal digital assistants (PDAs)
are some of the most popular devices in the information appliance category. Web-
enabled PDAs use touch screens, pen-based handwriting recognition, or keypads so
that mobile workers can send and receive e-mail, access the Web, and exchange
information such as appointments, to-do lists, and sales contacts with their desktop
PCs or Web servers.

Now a mainstay of PDA technology is the RIM BlackBerry, a small, pager-sized
device that can perform all of the common PDA functions, plus act as a fully functional
mobile telephone. What sets this device apart from other wireless PDA solutions is that
it is always on and connected. A BlackBerry user doesn’t need to retrieve e-mail; the
e-mail finds the BlackBerry user. Because of this functionality, there is no need to dial
in or initiate a connection. The BlackBerry doesn’t even have a visible antenna. When
a user wishes to send or reply to an e-mail, the small keyboard on the device allows text
entry. Just like a mobile telephone, the BlackBerry is designed to remain on and con-
tinuously connected to the wireless network, allowing near real-time transfer of e-mail.
Furthermore, because the BlackBerry uses the same network as most mobile telephone
services, the unit can be used anywhere that a mobile phone can be used.

A relatively new entrant to this field (although gaining favor in leaps and bounds) is
the Apple iPhone (Figure 3.6). The iPhone essentially combines three products—a revo-
lutionary mobile phone, a wide-screen iPod music and video player with touch controls,
and a breakthrough Internet communications device with desktop-class e-mail, Web
browsing, maps, and searching—into one small and lightweight handheld device. The
iPhone also introduces an entirely new user interface based on a large, multitouch display
and pioneering new software, letting users control everything with just their fingers.

The genesis of the iPhone began with Apple CEO Steve Jobs’s direction that Apple
engineers investigate touch screens. Apple created the device during a secretive and
unprecedented collaboration with AT& T Mobility—called Cingular Wireless at
the time of the phone’s inception—at a development cost of $150 million, by one



FIGURE 3.6

The Apple iPhone—a
revolutionary player in the
information appliance and
PDA marketplace.

Midrange
Systems
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Source: Lourens Smak/Alamy.

estimate. During development, the iPhone was code-named “Purple 2.” The company
rejected an early “design by committee” built with Motorola in favor of engineering a
custom operating system, interface, and hardware.

The iPhone went on sale on June 29, 2007. Apple closed its stores at 2:00 p.m.
local time to prepare for the 6:00 p.m. iPhone launch, while hundreds of customers
lined up at stores nationwide. They sold 270,000 iPhones in the first 30 hours on
launch weekend.

In Germany, Deutsche Telekom signed up 70,000 iPhone customers during the
11-week period of November 9, 2007, to January 26, 2008. In the United Kingdom, it
has been estimated that 190,000 customers signed with O2 during an eight-week period
from the November 9, 2007 launch date to January 9, 2008.

The newest generation of iPhone is the 3G. This version accesses data from
the much faster 3G network and provides for the download of literally thousands of
applications that allow the iPhone to perform tasks ranging from accessing online
banking services to acting as a sophisticated leveling device and everything in between.

The iPhone has truly ushered in an era of software power and sophistication never
before seen in a mobile device, completely redefining what people can do on a mobile
phone. We can expect to see even more sophisticated mobile PDA-type devices in the
future as Moore’s law continues to prevail and the marketplace continues to demand
more functionality (see the discussion on Moore’s law at the end of Section I for more
details on this concept).

Information appliances may also take the form of video-game consoles and other
devices that connect to your home television set. These devices enable people to surf
the World Wide Web, send and receive e-mail, and watch television programs or play
video games, at the same time. Other information appliances include wireless PDAs
and Internet-enabled cellular and PCS phones, as well as wired, telephone-based
home appliances that can send and receive e-mail and access the Web.

Midrange systems are primarily high-end network servers and other types of servers
that can handle the large-scale processing of many business applications. Although not
as powerful as mainframe computers, they are less costly to buy, operate, and maintain
than mainframe systems and thus meet the computing needs of many organizations.
See Figure 3.7.
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FIGURE 3.7

Midrange computer systems
can handle large-scale
processing without the high
cost or space considerations
of a large-scale mainframe.

Source: China Foto Press/Getty Images.

Burgeoning data warehouses and related applications such as data mining and online
analytical processing ave forcing IT shops into bigher and bigher levels of server configu-
rations. Similarly, Internet-based applications, such as Web servers and electronic com-
merce, ave forcing I'T managers to push the envelope of processing speed and storage
capacity and other [business| applications, fueling the growth of bigh-end servers.

Midrange systems have become popular as powerful network servers (computers
used to coordinate communications and manage resource sharing in network settings)
to help manage large Internet Web sites, corporate intranets and extranets, and other
networks. Internet functions and other applications are popular high-end server ap-
plications, as are integrated enterprisewide manufacturing, distribution, and financial
applications. Other applications, like data warehouse management, data mining, and
online analytical processing (which we will discuss in Chapters 5 and 10), are contrib-
uting to the demand for high-end server systems.

Midrange systems first became popular as minicomputers for scientific research,
instrumentation systems, engineering analysis, and industrial process monitoring and
control. Minicomputers could easily handle such uses because these applications are
narrow in scope and do not demand the processing versatility of mainframe systems.
Today, midrange systems include servers used in industrial process-control and man-
ufacturing plants and play major roles in computer-aided manufacturing (CAM).
They can also take the form of powerful technical workstations for computer-aided
design (CAD) and other computation and graphics-intensive applications. Midrange
systems are also used as fiont-end servers to assist mainframe computers in telecom-
munications processing and network management.

And the Oscar An initial implementation of 500 blade servers soon grew to 2,000 to meet the
Goes to . . . processing capacity requirements for creating the Oscar-winning animated film
. Happy Feet. The 108-minute computer-generated animated feature, which won an
Penguins and Academy Award in 2006, was put together by digital production company The Ani-

2,000 Blade mal Logic Group.
SErVers “We needed huge numbers of processors in a form factor and price level that
would work for our business,” says Xavier Desdoigts, director of technical operations.
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“We had to render 140,000 frames, and each frame could take many hours to render.
The photorealistic look of the movie made our computational requirements soar to
new heights.”

For example, Mumble, the main character in the movie, had up to 6 million
feathers. “There were six shots in the movie that had more than 400,000 penguins
in them,” Desdoigts explained. This added up to more than 17 million CPU hours
used throughout the last nine months of Happy Feet production. “We were ini-
tially concerned about our ability to build and manage a processing capacity of
that scale.”

Animal Logic and IBM built a rendering server farm using BladeCenter HS20
blade servers, each with two Intel Xeon servers. Rendering was completed in Octo-
ber 2006, and the film was released the following month in the United States. Man-
agement tools to deploy and control the servers while in production included an
open-source package for administering computing clusters. For Animal Logic, the
biggest sign of success from an IT perspective was that the entire server farm was
managed by a single person.

“We have to make sure we choose solutions that aren’t overly complex to set up
or manage, so our focus can stay on realizing the creative visions of our clients,”
Desdoigts said. Happy Feet quickly became one of the Australian film industry’s
greatest box-office successes, taking the No. 1 spot in the United States for three
consecutive weeks. It made more than $41 million (U.S.) on its opening weekend
and showed on 3,800 cinema screens.

Source: Adapted from Sandra Rossi, “And the Oscar Goes to . . . Jovial Penguins and 2,000 Blade Servers,” Computer-
world Australia, March 6, 2007.

Several years after dire pronouncements that the mainframe was dead, quite the opposite
is true: Mainframe usage is actually on the rise. And it’s not just a short-term blip.

One factor that’s been driving mainframe sales is cost reductions [of 35 percent or more].
Price reductions aren’t the only factor fueling mainframe acquisitions. IS organizations
are teaching the old dog new tricks by putting mainframes at the center stage of emerging
applications such as data mining and warehousing, decision support, and a variety of
Internet-based applications, most notably electronic commerce.

Mainframe systems are large, fast, and powerful computer systems. For example,
mainframes can process thousands of million instructions per second (MIPS). Main-
frames can also have large primary storage capacities. Their main memory capacity
can range from hundreds of gigabytes to many terabytes of primary storage. Main-
frames have slimmed down drastically in the last few years, dramatically reducing their
air-conditioning needs, electrical power consumption, and floor space requirements—
and thus their acquisition and operating costs. Most of these improvements are the
result of a move from cumbersome water-cooled mainframes to a newer air-cooled
technology for mainframe systems. See Figure 3.8.

Thus, mainframe computers continue to handle the information processing needs
of major corporations and government agencies with high transaction processing vol-
umes or complex computational problems. For example, major international banks,
airlines, oil companies, and other large corporations process millions of sales transac-
tions and customer inquiries each day with the help of large mainframe systems.
Mainframes are still used for computation-intensive applications, such as analyzing
seismic data from oil field explorations or simulating flight conditions in designing
aircraft. Mainframes are also widely used as superservers for the large client/server
networks and high-volume Internet Web sites of large companies. As previously
mentioned, mainframes are becoming a popular business computing platform for data
mining and warehousing, as well as electronic commerce applications.
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FIGURE 3.8
Mainframe computer
systems are the heavy lifters
of corporate computing.

Source: © Royalty Free/Corbis.

Supercomputer Supercomputers have now become “scalable servers” at the top end of the product lines

Systems that start with desktop workstations. Market-driven companies, like Silicon Graphics,
Hewlett-Packard, and IBM, bave a much broader focus than just building the world’s
fastest computer, and the software of the desktop computer bas a much greater overlap
with that of the supercomputer than it used to, because both are built from the same
cache-based microprocessors.

The term supercomputer describes a category of extremely powerful computer
systems specifically designed for scientific, engineering, and business applications
requiring extremely high speeds for massive numeric computations. The market for
supercomputers includes government research agencies, large universities, and major
corporations. They use supercomputers for applications such as global weather fore-
casting, military defense systems, computational cosmology and astronomy, micro-
processor research and design, and large-scale data mining.

Supercomputers use parallel processing architectures of interconnected microproc-
essors (which can execute many instructions at the same time in parallel). They can
easily perform arithmetic calculations at speeds of billions of floating-point opera-
tions per second (gigaflops). Supercomputers that can calculate in teraflops (trillions of
floating-point operations per second), which use massive parallel processing (MPP)
designs of thousands of microprocessors, are now in use. Purchase prices for large
supercomputers are in the $5 million to $50 million range.

The use of symmetric multiprocessing (SMP) and distributed shared memory
(DSM) designs of smaller numbers of interconnected microprocessors has spawned a
breed of minisupercomputers with prices that start in the hundreds of thousands of dol-
lars. For example, IBM’s RS/6000 SP system starts at $150,000 for a one-processing-
node SMP computer. However, it can be expanded to hundreds of processing nodes,
which drives its price into the tens of millions of dollars.

The ASCI White supercomputer system, shown in Figure 3.9, consists of three IBM
RS/6000 SP systems: White, Frost, and Ice. White, the largest of these systems, is a
512-node, 16-way SMP supercomputer with a peak performance of 12.3 teraflops. Frost
is a 68-node, 16-way SMP system; and Ice is a 28-node, 16-way SMP system. Supercom-
puters like these continue to advance the state of the art for the entire computer industry.



FIGURE 3.9

The ASCI White
supercomputer system
at Lawrence Livermore
National Laboratory in
Livermore, California.

Supercomputers
Aid Satellite
Launches
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Satellite launches are a noisy affair, especially for the satellite atop the rocket. Vibra-
tion and noise, unless compensated, could render it useless before it reaches orbit, so
researchers spend a lot of time on complex computer simulations that help them in-
sulate the delicate craft. Now those simulations are about to get much more accu-
rate, thanks to a new supercomputer that recently began work in Japan.

The Fujitsu FX1 computer was inaugurated in 2009 by the Japan Aerospace Ex-
plorations Agency (JAXA). It has 3,008 nodes, each of which has a 4-core Sparc64
VII microprocessor. The machine has 94 terabytes of memory and a theoretical peak
performance of 120 teraflops. Running standard benchmarks, it achieved a peak per-
formance of 110.6 teraflops, which ranks it not only the most powerful machine in
Japan but also the most efficient supercomputer in the world. Its peak performance
represents 91.2 percent of its theoretical performance and outranks the previous
record holder, a machine at the Leibniz Rechenzentrum in Munich. Ranked below
the German computer is another JAXA machine. “Performance is about 15 times
higher than the system we had before,” said Kozo Fujii, director of JAXAs Engi-
neering Digital Innovation Center.

“Two rows of computer racks make up the main system, and a third row alongside
is a second, less powerful FX1 machine. In an adjoining room sits an NEC SX-9 vec-
tor computer for running specialized tasks and the storage that augments the entire
system. All together, a petabyte of disk storage space and 10 petabytes of tape storage
are connected to the system (a petabyte is a million gigabytes). And between the lot,
there are many big, industrial air conditioners to keep the room cool and extract the
heat generated by this mass of hardware.

JAXA intends to put it to work on simulations such as the acoustic noise experi-
enced by a satellite at launch, said Fujii. “There is a wide band of frequencies and
usually the peak frequencies are located between 60 and 100 Hertz and we can cap-
ture at that level of frequencies. But hopefully with the new computer we can capture
frequencies of 150 or 200 Hz that are difficult for the current computer.”

Source: Adapted from Martyn Williams, “World’s Most Efficient Supercomputer Gets to Work,” CIO Magazine,
April 2, 2009.
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The Next Wave of
Computing

Technical
Note: The
Computer
System
Concept

Interconnecting microprocessors to create minisupercomputers is a reality, as dis-
cussed in the previous section. The next wave is looking at harnessing the virtually
infinite amount of unused computing power that exists in the myriad of desktops and
laptops within the boundaries of a modern organization.

Distributed or grid computing in general is a special type of parallel computing
that relies on complete computers (with onboard CPU, storage, power supply, net-
work interface, and so forth) connected to a network (private, public, or the Inter-
net) by a conventional network interface. This is in contrast to the traditional notion
of a supercomputer, which has many processors connected together in a single ma-
chine. The grid could be formed by harnessing the unused CPU power in all of the
desktops and laptops in a single division of a company (or in the entire company, for
that matter).

The primary advantage of distributed computing is that each node can be pur-
chased as commodity hardware; when combined, it can produce similar computing
resources to a multiprocessor supercomputer, but at a significantly lower cost. This
is due to the economies of scale of producing desktops and laptops, compared
with the lower efficiency of designing and constructing a small number of custom
supercomputers.

One feature of distributed grids is that they can be formed from computing re-
sources belonging to multiple individuals or organizations (known as multiple admin-
istrative domains). This can facilitate commercial transactions or make it easier to
assemble volunteer computing networks.

A disadvantage of this feature is that the computers that are actually performing
the calculations might not be entirely trustworthy. The designers of the system must
thus introduce measures to prevent malfunctions or malicious participants from pro-
ducing false, misleading, or erroneous results, and from using the system as a platform
for a hacking attempt. This often involves assigning work randomly to different nodes
(presumably with different owners) and checking that at least two different nodes re-
port the same answer for a given work unit. Discrepancies would identify malfunc-
tioning and malicious nodes.

Another challenge is that because of the lack of central control over the hardware,
there is no way to guarantee that computers will not drop out of the network at ran-
dom times. Some nodes (like laptops or dial-up Internet customers) may also be avail-
able for computation but not for network communications for unpredictable periods.
These variations can be accommodated by assigning large work units (thus reducing
the need for continuous network connectivity) and reassigning work units when a
given node fails to report its results as expected.

Despite these challenges, grid computing is becoming a popular method of getting
the most out of the computing resources of an organization.

As a business professional, you do not need detailed technical knowledge of comput-
ers. However, you do need to understand some basic concepts about computer sys-
tems, which should help you be an informed and productive user of computer system
resources.

A computer is more than a high-powered collection of electronic devices
performing a variety of information processing chores. A computer is a systesz, an
interrelated combination of components that performs the basic system functions
of input, processing, output, storage, and control, thus providing end users with a
powerful information processing tool. Understanding the computer as a computer
system is vital to the effective use and management of computers. You should
be able to visualize any computer this way, from the smallest microcomputer
device to the largest computer networks whose components are interconnected
by telecommunications network links throughout a building complex or geo-
graphic area.
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FIGURE 3.10 The computer system concept. A computer is a system of hardware components and functions.
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Figure 3.10 illustrates that a computer is a system of hardware devices organized
according to the following system functions:

¢ Input. The input devices of a computer system include computer keyboards,
touch screens, pens, electronic mice, and optical scanners. They convert data into
electronic form for direct entry or through a telecommunications network into a
computer system.

e Processing. The central processing unit (CPU) is the main processing compo-
nent of a computer system. (In microcomputers, it is the main microprocessor. See
Figure 3.11.) Conceptually, the circuitry of a CPU can be subdivided into two
major subunits: the arithmetic-logic unit and the control unit. The electronic
circuits (known as registers) of the arithmetic-logic unit perform the arithmetic and
logic functions required to execute software instructions.

¢ Output. The output devices of a computer system include video display units,
printers, and audio response units. They convert electronic information pro-
duced by the computer system into human-intelligible form for presentation
to end users.

e Storage. The storage function of a computer system takes place in the stor-
age circuits of the computer’s primary storage unit, or memory, supported by
secondary storage devices such as magnetic disk and optical disk drives. These
devices store data and software instructions needed for processing. Computer
processors may also include storage circuitry called cache memory for high-
speed, temporary storage of instruction and data elements.

¢ Control. The control unit of a CPU is the control component of a computer
system. Its registers and other circuits interpret software instructions and
transmit directions that control the activities of the other components of the
computer system.

We will explore the various hardware devices associated with each of these system
functions in the next section of this chapter.



94 @ Module Il / Information Technologies

FIGURE 3.11

Mobile CPU chips, such
as the one shown here, can
reach speeds up to 3 Ghz

to bring desktop-like power

to a mobile setting.
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Go from Here?
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Source: © Getty Images.

How fast are computer systems? Early computer processing speeds were measured
in milliseconds (thousandths of a second) and microseconds (millionths of a sec-
ond). Now computers operate in the nanosecond (billionth of a second) range, with
picosecond (trillionth of a second) speed being attained by some computers. Such
speeds seem almost incomprehensible. For example, an average person taking one
step each nanosecond would circle the earth about 20 times in one second!

We have already mentioned the zeraflop speeds of some supercomputers. However,
most computers can NOow process program instructions at million instructions per
second (MIPS) speeds. Another measure of processing speed is megabertz (MHz), or
millions of cycles per second, and gigahertz (GHz), or billions of cycles per second.
This rating is commonly called the clock speed of a microprocessor because it is used to
rate microprocessors by the speed of their timing circuits or internal clock rather than
by the number of specific instructions they can process in one second.

However, such ratings can be misleading indicators of the effective processing
speed of microprocessors and their throughput, or ability to perform useful computa-
tion or data processing assignments during a given period. That’s because processing
speed depends on a variety of factors, including the size of circuitry paths, or buses,
that interconnect microprocessor components; the capacity of instruction-processing
registers; the use of high-speed cache memory; and the use of specialized microproces-
sors such as a math coprocessor to do arithmetic calculations faster.

Can computers get any faster? Can we afford the computers of the future? Both of
these questions can be answered by understanding Moore’s law. Gordon Moore, co-
founder of Intel Corporation, made his famous observation in 1965, just four years
after the first integrated circuit was commercialized. The press called it “Moore’s law,”
and the name has stuck. In its form, Moore observed an exponential growth (doubling
every 18 to 24 months) in the number of transistors per integrated circuit and pre-
dicted that this trend would continue. Through a number of advances in technology,
Moore’s law, the doubling of transistors every couple of years, has been maintained
and still holds true today. Figure 3.12 illustrates Moore’s law as it relates to the evolu-
tion of computing power.



FIGURE 3.12

Moore’s law suggests that
computer power will
double every 18 to 24
months. So far, it has.
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Despite our regular use of exponential growth when predicting the future, particu-
larly the future of technology, humans are often not very good at realizing what expo-
nential growth really looks like. To understand this issue better, let’s take a moment
to reflect on what Moore’s law would mean to us if it applied beyond the number of
transistors on a computer chip:

e According to Moore’s law, the estimated number of transistors shipped in 2003
was 10'8. That’s just about 100 times the estimated number of ants in the world.

e In 1978, a commercial flight between New York and Paris cost about $900 and
took about seven hours. If Moore’s law could be applied to commercial aviation,
that same flight today would cost about a penny and would take less than one
second.

Over the years, Moore’s law has been interpreted and reinterpreted such that it is
commonly defined in a much broader sense than it was originally offered. Nonethe-
less, its application, and its relative accuracy, is useful in understanding where we have
been and in predicting where we are going. For example, one common corollary of
Moore’s law is that the price of a given level of computing power will be cut in half
about every 18 to 24 months. Moore didn’t specifically predict this effect, but it has
been shown to be rather consistently accurate as well. This trend is also true for the
cost of storage (we will explore this further in the next section).

Although Moore’s law was initially made in the form of an observation and predic-
tion, the more widely it became accepted, the more it served as a goal for an entire
industry. This caused both marketing and engineering departments of semiconductor
manufacturers to focus enormous energy on the specified increase in processing power
that it was presumed one or more of their competitors would soon actually attain.
Expressed as “a doubling every 18 to 24 months,” Moore’s law suggests the phenom-
enal progress of technology in recent years. Expressed on a shorter timescale, how-
ever, Moore’s law equates to an average performance improvement in the industry as
a whole of more than 1 percent per week. For a manufacturer competing in the proces-
sor, storage, or memory markets, a new product that is expected to take three years to
develop and is just two or three months late is 10-15 percent slower or larger than the
directly competing products, thus rendering it harder to sell.

A sometimes misunderstood point is that exponentially improved hardware does
not necessarily imply that the performance of the software is also exponentially
improved. The productivity of software developers most assuredly does not increase
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exponentially with the improvement in hardware; by most measures, it has increased
only slowly and fitfully over the decades. Software tends to get larger and more com-
plicated over time, and Wirth’s law (Niklaus Wirth, a Swiss computer scientist) even
states humorously that “Software gets slower faster than hardware gets faster.”

Recent computer industry studies predict that Moore’s law will continue to hold
for the next several chip generations (at least another decade). Depending on the
doubling time used in the calculations, this progress could mean up to a 100-fold in-
crease in transistor counts on a chip in the next 10 years. This rapid exponential im-
provement could put 100 GHz personal computers in every home and 20 GHz
devices in every pocket. It seems reasonable to expect that sooner or later computers
will meet or exceed any conceivable need for computation. Intel, however, suggests
that it can sustain development in line with Moore’s law for the next 20 years wirhout
any significant technological breakthroughs. Given the frequency of such break-
throughs in today’s marketplace, it is conceivable that Moore’s law can be sustained
indefinitely. Regardless of what the end of Moore’s law may look like, or when it may
arrive, we are still moving along at a phenomenal rate of evolution, and the best may
be yet to come.
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Peripherals

Input
Technologies

Pointing Devices

Computer Peripherals: Input,
Output, and Storage Technologies

The right peripherals can make all the difference in your computing experience. A top-
quality monitor will be easier on your eyes—and may change the way you work. A scanner
can edge you closer to that ever-elusive goal: the paperless office. Backup-storage systems can
offer bank-vault security against losing your work. CD and DVD drives bave become essen-
tial for many applications. Thus, the right choice of peripherals can make a big difference.

Read the Real World Case 2 about the use of voice recognition technology in
health care settings. We can learn a lot about the future of the human—computer inter-
face and its business applications from this case. See Figure 3.13.

Peripherals is the generic name given to all input, output, and secondary storage
devices that are part of a computer system but are not part of the CPU. Peripherals
depend on direct connections or telecommunications links to the central processing
unit of a computer system. Thus, all peripherals are online devices; that is, they are
separate from, but can be electronically connected to and controlled by, a CPU. (This
is the opposite of off-line devices that are separate from and not under the control of
the CPU.) The major types of peripherals and media that can be part of a computer
system are discussed in this section. See Figure 3.14.

Input technologies now provide a more natural user interface for computer users.
You can enter data and commands directly and easily into a computer system through
pointing devices like electronic mice and touch pads and with technologies like optical
scanning, handwriting recognition, and voice recognition. These developments have
made it unnecessary to record data on paper source documents (e.g., sales order forms)
and then keyboard the data into a computer in an additional data-entry step. Further
improvements in voice recognition and other technologies should enable an even
more natural user interface in the future.

Keyboards are still the most widely used devices for entering data and text into com-
puter systems. However, pointing devices are a better alternative for issuing com-
mands, making choices, and responding to prompts displayed on your video screen.
They work with your operating system’s graphical user interface (GUI), which
presents you with icons, menus, windows, buttons, and bars for your selection. For
example, pointing devices such as an electronic mouse, trackball, and touch pads allow
you to choose easily from menu selections and icon displays using point-and-click or
point-and-drag methods. See Figure 3.15.

The electronic mouse is the most popular pointing device used to move the
cursor on the screen, as well as issue commands and make icon and menu selections.
By moving the mouse on a desktop or pad, you can move the cursor onto an icon
displayed on the screen. Pressing buttons on the mouse initiates various activities rep-
resented by the icon selected.

The trackball, pointing stick, and touch pad are other pointing devices most often
used in place of the mouse. A trackball is a stationary device related to the mouse. You
turn a roller ball with only its top exposed outside its case to move the cursor on the
screen. A pointing stick (also called a trackpoint) is a small button-like device, some-
times likened to the eraser head of a pencil. It is usually centered one row above the
space bar of a keyboard. The cursor moves in the direction of the pressure you place
on the stick. The touch pad is a small rectangular touch-sensitive surface usually placed
below the keyboard. The cursor moves in the direction your finger moves on the pad.
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REAL WORLD

IT in Health Care: Voice Recognition

Tools Make Rounds at Hospitals

he infamous doctor’s scrawl may finally be on the
way out.

Voice technology is the latest tool health care
providers are adopting to cut back on time-consuming
manual processes, freeing clinicians to spend more time
with patients and reduce costs.

At Butler Memorial Hospital, voice-assisted technology
has dramatically reduced the amount of time the Butler, Pa.,
hospital’s team of intravenous (IV) nurses spends recording in-
formation in patients’ charts and on other administrative tasks.

And at the Cleveland Clinic’s Fairview Hospital, doctors
are using speech recognition to record notes in patients’
e-medical records.

Butler recently completed a pilot project where three IV
nurses used Vocollect’s AcculNurse hands-free, voice-assisted
technology along with Boston Software System’s workflow au-
tomation tools. The nurses were able to cut the time they spent
on phone calls and manual processes, including patient record
documentation, by atleast 75 percent. Now, Butler is rolling out
the voice technology for its full IV team of four nurses and seven
other clinicians to use for patient care throughout the facility.

The productivity boost from the voice-assisted tools also
helps with the hospital’s expansion plans, says Dr. Tom
McGill. Butler VP of quality and safety.

Butler will soon add about 70 beds—growing from 235
beds now to more than 300—but it won’t need to expand the
IV nursing team because of the time savings from the voice-
assisted technology, McGill says.

In the past, when a patient needed IV care, such as a
change in the intravenous medication being administered, an
IV nurse would be paged. The nurse would have to call the

FIGURE 3.13

Source: ERproductions Ltd./Getty Images.

patient’s nursing station or the doctor requesting the IV to ob-
tain details. The nurse then would prioritize the request with
all the existing IV orders. Once IV care was completed, nurses
would record what they did in the patient’s e-medical record.

With the AccuNurse, which combines the use of speech
recognition and synthesis for charting and communication,
Butler’s IV nurses wear lightweight headsets and small
pocket-sized wireless devices that enable them to hear per-
sonalized care instructions and other information about
patients’ IV needs.

IV requests are entered into Butler’s computer system,
which sends them through the Vocollect system to the ap-
propriate headset. IV nurses listen to details about new or-
ders and use the system to prioritize IV orders.

When they finish caring for a patient, nurses record
what they did in the patient’s e-medical record using voice
commands. “The nurses can document as they’re walking to
the next patient’s room,” says McGill. Once they finish with
one patient, nurses say “next task” to obtain instructions for
the next patient, McGill says.

The system has shown itself to be capable of understand-
ing different accents, he said. Butler is evaluating expanding
use of the voice-assisted technology to other clinical areas,
including surgery. The technology could be used to help en-
sure that surgical staff complete patient safety checklists.

MecGill wouldn’t say how much Butler paid for the sys-
tem, but he expects the ROI will be realized in 12 to
18 months. “It’s very affordable,” he notes. Meanwhile,
Dr. Fred Jorgenson, a faculty physician at Cleveland Clinic’s
Fairview Hospital, is using Nuance’s Dragon Medical speech
recognition technology to speak patient notes into the hos-
pital’s Epic EMR (electronic medical records) system.

“I’m not a fast typist,” Jorgenson says. “Many doctors
over a certain age aren’t. If I had to type all the time, I'd be
dead.” And, at 13 cents to 17 cents per line, dictation tran-
scription services are expensive.

“In primary care, patient notes can be 30 to 40 lines.
That adds up,” he says. Fairview is saving about $2,000 to
$3,000 a month that might have otherwise been spent on
transcription, Jorgenson said. It cost about $3,500 to get
Dragon up and running.

With transcription services, the turnaround time is 24 to
36 hours before information is available in the EMR. Spo-
ken notes are available immediately.

Jorgensen describes the accuracy of Dragon Medical’s
speech-to-text documentation as “very good,” especially
with medical terms and prescriptions. “It rarely gets medical
words wrong,” he says. “If you see a mistake, it’s usually with
‘he’ or ‘she,” and you can correct it when you see it.”

Mount Carmel St. Ann’s hospital in Columbus, Ohio,
has been among the early wave of health care providers
using electronic clinical systems bolstered with speech rec-
ognition capabilities. About seven years ago, emergency
department doctors at Mount Carmel St. Ann’s hospital
began having access to Dragon’s speech recognition software




not long after an e-health record system from Allscripts was
rolled out there.

When the e-health record was first rolled out—without
the voice capabilities—Mount Carmel St. Ann’s doctors
didn’t necessarily see the kind of productivity boost they
had been hoping for, in large part because they found them-
selves spending a lot of time typing notes, says Dr. Loren
Leidheiser, chairman and director of emergency medicine at
Mount Carmel St. Ann’s emergency department. But as
more Mount Carmel St. Ann’s ER doctors began incorporat-
ing the speech recognition capabilities into their workflow—
whether speaking notes into a lapel microphone or into a
computer in the patient room or hallway—the efficiency
picked up tremendously, says Leidheiser.

Also, before using the Dragon software, the ER depart-
ment spent about $500,000 annually in traditional dictation
transcription costs for the care associated with the hospital’s
60,000 to 70,000 patient visits yearly at the time. That was cut
down “to zero,” he says. The return on investment on the
speech recognition, combined with the use of the e-health
record system, was “within a year and a half,” notes Leidheiser.

Leidheiser also makes use of time stuck in traffic to dic-
tate notes that are later incorporated into patient records or
turned into e-mails or letters. Using a Sony digital recorder,
Leidheiser can dictate a letter or note while in his car, then
later plug the recorder into his desktop computer, where his
spoken words are converted to text.

Speech recognition technology is also helping U.S. mili-
tary doctors keep more detailed patients notes while cutting
the time they spend typing on their computers. By 2011, the
U.S. Department of Defense expects to have implemented its
integrated, interoperable electronic medical record system—
AHITA—at more than 500 military medical facilities and
hospitals worldwide.

The system will be used for the care of more than 9 mil-
lion active military personnel, retirees, and their dependents.
Military doctors using the AHLTA system also have access
to Dragon NaturallySpeaking Medical speech recognition
technology from Nuance Communications’ Dictaphone
health care division, allowing doctors to speak “notes” into
patient records, as an alternative to typing and dictation.

Opver the last year, the adoption of Dragon has doubled,
with about 6,000 U.S. military doctors using the software at

1. What are some of the benefits afforded to organizations
implementing voice recognition technologies in these
settings? How can you quantify these benefits to assess
the value of the investment? Provide several examples
from the case.

2. There is no margin for error when working in a health
care setting. How would you go about implementing
these technologies in this high-risk environment? What
precautions or approaches would you take to minimize
risks? Develop some recommendations.

3. In what other areas of medicine would you expect technol-
ogy to make inroads next? Where do you think it would
be most beneficial, and how would it change the way
doctors and nurses work today? Provide several examples.
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health care facilities of all military branches, including the
Air Force, Army, Navy, and Marine Corps.

The use of Dragon Naturally Speaking voice recogni-
tion software with the AHLTA e-health record systems is
freeing doctors from several hours of typing their various
patient notes each week into the AHLTA, he said. Being able
to speak notes into an e-health record at the patient beside—
rather than staring at a computer screen typing—also helps
improves doctors’ bedside manner and allows them to nar-
rate more comprehensive notes, either while the patients are
there or right after a visit. That cuts down on mistakes
caused by memory lapses and boosts the level of details that
are included in a patient record, says Dr. Robert Bell
Walker, European Regional Medical Command AHLTA
consultant and a family practice physician for the military.

The voice capability “saves a lot of time and adds to the
thoroughness of notes from a medical and legal aspect,” says
Dr. Craig Rohan, a U.S. Air Force pediatrician at Peterson
Air Force base in Colorado. The ability to speak notes di-
rectly into a patient’s electronic chart is particularly helpful
in complicated cases, where a patient’s medical history is
complex, he says. Text pops up on the computer screen im-
mediately after words are spoken into the system, so doctors
can check the accuracy, make changes, or add other details.

Also, because spoken words are immediately turned into
text, the medical record has “a better flow” to document pa-
tient visits. Previously, “the notes that had been created by
[entering] structured text into the AHLTA system looks
more like a ransom note,” says Walker, with information
seemingly randomly pasted together.

Doctors can speak into a microphone on their lapels to
capture notes in tablet PCs during patient visits, or speak into
headsets attached to desktop or wall-mounted computers. The
storage requirement of voice notes is “small,” especially when
compared with other records, such as medical images, says
Walker. By adding spoken notes to medical records, e-mails,
and letters, “it’s easier to tell the story,” remarks Leidheiser.

Source: Adapted from Marianne Kolbasuk McGee, “Voice Recognition Tools
Make Rounds at Hospitals,” InformationWeek, September 17, 2009; Marianne
Kolbasuk McGee, “Doctors Use Speech Recognition Tools to Enhance Pa-
tient E-Health Records,” InformationWeek, May 19, 2008; and Matt Hamblen,
“Doctors’ Notes Get Clearer with Speech Recognition Software,” Computer-
world, May 16, 2008.

—1

1. The case talks about electronic medical or health records
systems. These are slowly becoming standard in many
hospitals and clinics, both private and public. Go online
and search for reports of these implementations. What
are the main benefits derived from their adoption? What
have been the major roadblocks preventing their accept-
ance? Prepare a report to share your findings.

2. The case above was presented from the perspective of
practitioners and hospital administrators. How com-
fortable would you feel, as a patient, knowing that your
health care providers are using these technologies?
Would you have any concerns? Break into small groups
with your classmates to discuss this issue.
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FIGURE 3.14

Some advice about
peripherals for a ® Monitors. Bigger is better for computer screens. Consider a high-definition 19-inch
business PC. or 21-inch flat screen CRT monitor, or LCD flat-panel display. That gives you much
more room to display spreadsheets, Web pages, lines of text, open windows, and so on.
An increasingly popular setup uses two monitors that allow multiple applications to be
used simultaneously.

® Printers. Your choice is between laser printers and color inkjet printers. Lasers are
better suited for high-volume business use. Moderately priced color inkjets provide
high-quality images and are well suited for reproducing photographs; per-page costs
are higher than for laser printers.

® Scanners. You'll have to decide between a compact, sheet-fed scanner and a flatbed
model. Sheet-fed scanners will save desktop space, while bulkier flatbed models provide
higher speed and resolution.

® Hard Disk Drives. Bigger is better; as with closet space, you can always use the extra
capacity. So go for 80 gigabytes at the minimum to 160 gigabytes and more.

® CD and DVD Drives. CD and DVD drives are a necessity for software installation
and multimedia applications. Common today is a built-in CD-RW/DVD drive that
both reads and writes CDs and plays DVDs.

® Backup Systems. Essential. Don’t compute without them. Removable mag disk drives
and even CD-RW and DVD-RW drives are convenient and versatile for backing up
your hard drive’s contents.

"Trackballs, pointing sticks, and touch pads are easier to use than a mouse for portable
computer users and are thus built into most notebook computer keyboards.

Touch screens are devices that allow you to use a computer by touching the sur-
face of its video display screen. Some touch screens emit a grid of infrared beams,
sound waves, or a slight electric current that is broken when the screen is touched.
The computer senses the point in the grid where the break occurs and responds with
an appropriate action. For example, you can indicate your selection on a menu display
just by touching the screen next to that menu item.

Pen-Based Handwriting-recognition systems convert script into text quickly and are friendly to shaky

Computing bands as well as those of block-printing draftsmen. The pen is more powerful than the
keyboard in many vertical markets, as evidenced by the popularity of pen-based devices
in the utilities, service, and medical trades.

FIGURE 3.15 Many choices exist for pointing devices including the trackball, mouse, pointing stick, and touch screen.

“s-

Source: (left to right) Courtesy of Logitech, Microsoft®, International Business Machines Corporation, and © Don Wright/AP Images.



FIGURE 3.16
Many PDAs accept
pen-based input.

Speech Recognition
Systems
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Source: © Comstock/PunchStock.

Pen-based computing technologies are still being used in many handheld com-
puters and personal digital assistants. Despite the popularity of touch-screen technol-
ogies, many still prefer the use of a stylus rather than their fingertip. Tabler PCs and
PDASs contain fast processors and software that recognizes and digitizes handwriting,
handprinting, and hand drawing. They have a pressure-sensitive layer, similar to that
of a touch screen, under their slate-like liquid crystal display (LCD) screen. Instead of
writing on a paper form fastened to a clipboard or using a keyboard device, you can
use a pen to make selections, send e-mail, and enter handwritten data directly into a
computer. See Figure 3.16.

Various pen-like devices are available. One example is the digitizer pen and graphics
tablet. You can use the digitizer pen as a pointing device or to draw or write on the
pressure-sensitive surface of the graphics tablet. Your handwriting or drawing is digi-
tized by the computer, accepted as input, displayed on its video screen, and entered
into your application.

Speech recognition is gaining popularity in the corporate world among nontypists, people
with disabilities, and business travelers, and is most frequently used for dictation, screen
navigation, and Web browsing.

Speech recognition may be the future of data entry and certainly promises to be
the easiest method for word processing, application navigation, and conversational
computing because speech is the easiest, most natural means of human communica-
tion. Speech input has now become technologically and economically feasible for a
variety of applications. Early speech recognition products used discrete speech recogni-
tion, for which you had to pause between each spoken word. New continuous speech recog-
nition software recognizes continuous, conversationally paced speech. See Figure 3.17.

Speech recognition systems digitize, analyze, and classify your speech and its
sound patterns. The software compares your speech patterns to a database of sound
patterns in its vocabulary and passes recognized words to your application software.
Typically, speech recognition systems require training the computer to recognize
your voice and its unique sound patterns to achieve a high degree of accuracy.
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FIGURE 3.17
Using speech recognition
technology for word
processing.

Source: © Tim Pannell/Corbis.

Training such systems involves repeating a variety of words and phrases in a training
session, as well as using the system extensively.

Continuous speech recognition software products like Dragon Naturally Speaking
and ViaVoice by IBM have up to 300,000-word vocabularies. Training to 95 percent
accuracy may take several hours. Longer use, faster processors, and more memory
make 99 percent accuracy possible. In addition, Microsoft Office Suite 2007 has
built-in speech recognition for dictation and voice commands of a variety of software
processes.

Speech recognition devices in work situations allow operators to perform data en-
try without using their hands to key in data or instructions and to provide faster and
more accurate input. For example, manufacturers use speech recognition systems for
the inspection, inventory, and quality control of a variety of products; airlines and
parcel delivery companies use them for voice-directed sorting of baggage and parcels.
Speech recognition can also help you operate your computer’s operating systems and
software packages through voice input of data and commands. For example, such soft-
ware can be voice-enabled so you can send e-mail and surf the World Wide Web.

Speaker-independent voice recognition systems, which allow a computer to under-
stand a few words from a voice it has never heard before, are being built into products
and used in a growing number of applications. Examples include voice-messaging com-
puters, which use speech recognition and voice response software to guide an end user
verbally through the steps of a task in many kinds of activities. Typically, they enable
computers to respond to verbal and Touch-Tone input over the telephone. Examples
of applications include computerized telephone call switching, telemarketing surveys,
bank pay-by-phone bill-paying services, stock quotation services, university registra-
tion systems, and customer credit and account balance inquiries.

One of the newest examples of this technology is Ford SYNC. SYNC is a factory-
installed, in-car communications and entertainment system jointly developed by Ford
Motor Company and Microsoft. The system was offered on 12 different Ford, Lincoln,
and Mercury vehicles in North America for the 2008 model year and is available on
most 2009 Ford offerings.

Ford SYNC allows a driver to bring almost any mobile phone or digital media
player into a vehicle and operate it using voice commands, the vehicle’s steering wheel,
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or manual radio controls. The system can even receive text messages and read them
aloud using a digitized female voice named “Samantha.” SYNC can interpret a hun-
dred or so shorthand messages, such as LOL for “laughing out loud,” and it will read
swear words; it won’t, however, decipher obscene acronyms. Speech recognition is
now common in your car, home, and workplace.

Few people understand how much scanners can improve a computer system and make
your work easier. Their function is to get documents into your computer with a minimuim
of time and hassle, transforming just about anything on paper—a letter, a logo, or a
photograph—into the digital format that your PC can read. Scanners can be a big help
in getting loads of paper off your desk and into your PC.

Optical scanning devices read text or graphics and convert them into digital input
for your computer. Thus, optical scanning enables the direct entry of data from source
documents into a computer system. For example, you can use a compact desktop scan-
ner to scan pages of text and graphics into your computer for desktop publishing and
Web publishing applications. You can scan documents of all kinds into your system
and organize them into folders as part of a document management library system for
easy reference or retrieval. See Figure 3.18.

There are many types of optical scanners, but all use photoelectric devices to
scan the characters being read. Reflected light patterns of the data are converted
into electronic impulses that are then accepted as input to the computer system.
Compact desktop scanners have become very popular due to their low cost and ease
of use with personal computer systems. However, larger, more expensive flatbed scan-
ners are faster and provide higher-resolution color scanning.

Another optical scanning technology is called optical character recognition
(OCR). The OCR scanners can read the characters and codes on merchandise tags,
product labels, credit card receipts, utility bills, insurance premiums, airline tickets,

FIGURE 3.18 A modern document management system can serve as an optical scanner, copier, fax, and printer.

Source: Courtesy of Xerox.
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FIGURE 3.19

Using an optical scanning
wand to read bar coding of
inventory data.

Forget the ATM:
Deposit Checks
Without Leaving
Home

Source: © Jeff Smith/Getty Images.

and other documents. In addition, OCR scanners are used to automatically sort mail,
score tests, and process a wide variety of forms in business and government.

Devices such as handheld optical scanning wands are frequently used to read bar
codes, codes that use bars to represent characters. One common example is the Univer-
sal Product Code (UPC) bar coding that you see on just about every product sold. For
example, the automated checkout scanners found in supermarkets read UPC bar cod-
ing. Supermarket scanners emit laser beams that are reflected off a code. The reflected
image is converted to electronic impulses that are sent to the in-store computer, where
they are matched with pricing information. Pricing information is returned to the ter-
minal, visually displayed, and printed on a receipt for the customer. See Figure 3.19.

First, we didn’t need to visit the bank teller anymore. Then we were able to stick our
checks right into the ATM without an envelope. Now we won’t have to leave the
house to make deposits.

Sacramento, California—based Schools Financial Credit Union is one of the latest
banks to allow customers to scan checks at home and deposit them over the Internet.
Golden One Credit Union, also from California, had introduced scanner-based
check deposits in July 2009. “Banking’s not the way it was five or 10 years ago,” said
Nathan Schmidt, a vice president at Schools Financial. “With any type of technol-
ogy, it becomes more convenient to self-service.”

Even with the widespread use of direct deposit and online banking, people still
write and receive millions of paper checks each year. And for the most part, when we
have to deposit a paper check, we still need to go to an ATM to do it.

Businesses have been making deposits over the Internet far longer, ever since the
passage in 2004 of the federal Check 21 Act, which made a digital image of a check
legally acceptable for payment. Businesses quickly saw the benefits of the new law.
Sending checks as digital images eliminated courier costs and paperwork.

The extension of the service to consumers has come much more slowly. Cary
Whaley, a director at Washington, D.C.-based Independent Community Bankers of
America, says financial institutions have been wary about potential fraud.

“For many banks, it remains a business application,” Whaley says. “The next step is
the consumer side, but a lot of community banks are a little wary. When you’re getting
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into thousands of consumers, the challenge for banks and credit unions is not only
monitoring risk, but monitoring for changes in transactions and transaction amounts.”

But some bankers say consumers are increasingly demanding the same conven-
ience given to their business counterparts, and it’s simply a matter of time before
remote deposits become much more widespread.

When Schools Financial Credit Union decided to take the plunge, it included
safeguards to prevent abuse. Customers must use their existing secure online bank-
ing log-in, and they can’t transmit items more than twice a day.

Users have a time limit to scan and deposit the check online, and checks must
meet specific requirements before they are deposited. Post-dated, damaged, or
lightly printed checks, for instance, will not scan properly and cannot be deposited.

“So many people prefer to do self-service. They choose to go online—maybe
they’re parents with small kids, or they might not want to go to an ATM at 3 a.m.,”
says Golden One’s chief executive officer, Teresa Halleck.

“People are already online,” she says. “They’re comfortable with electronic
delivery and they’re looking for more.”

Source: Adapted from Darrell Smith, “Forget the ATM—Some Banks Allow Check Deposits via Scanner, iPhone,”
The Sacramento Bee, October 26, 2009.

Magpnetic stripe technology is a familiar form of data entry that helps computers read
credit cards. The coating of the magnetic stripe on the back of such cards can hold
about 200 bytes of information. Customer account numbers can be recorded on the
magnetic stripe so that it can be read by bank ATMs, credit card authorization termi-
nals, and many other types of magnetic stripe readers.

Smart cards that embed a microprocessor chip and several kilobytes of memory into
debit, credit, and other cards are popular in Europe and becoming available in the United
States. One example is in the Netherlands, where millions of smart debit cards have been
issued by Dutch banks. Smart debit cards enable you to store a cash balance on the card
and electronically transfer some of it to others to pay for small items and services. The
balance on the card can be replenished in ATMs or other terminals. The smart debit
cards used in the Netherlands feature a microprocessor and either 8 or 16 kilobytes of
memory, plus the usual magnetic stripe. The smart cards are widely used to make pay-
ments in parking meters, vending machines, newsstands, pay telephones, and retail stores.

Digital cameras represent another fast-growing set of input technologies. Digital
still cameras and digital video cameras (digital camcorders) enable you to shoot, store,
and download still photos or full-motion video with audio into your PC. Then you
can use image-editing software to edit and enhance the digitized images and include
them in newsletters, reports, multimedia presentations, and Web pages. Today’s typi-
cal mobile phone includes digital camera capabilities as well.

The computer systems of the banking industry can magnetically read checks and
deposit slips using magnetic ink character recognition (MICR) technology. Com-
puters can thus sort and post checks to the proper checking accounts. Such processing
is possible because the identification numbers of the bank and the customer’s account
are preprinted on the bottom of the checks with an iron oxide-based ink. The first
bank receiving a check after it has been written must encode the amount of the check
in magnetic ink on the check’s lower righthand corner. The MICR system uses 14
characters (the 10 decimal digits and 4 special symbols) of a standardized design.
Reader-sorter equipment reads a check by first magnetizing the magnetic ink characters
and then sensing the signal induced by each character as it passes a reading head. In
this way, data are electronically captured by the bank’s computer systems.

Computers provide information in a variety of forms. Video displays and printed doc-
uments have been, and still are, the most common forms of output from computer
systems. Yet other natural and attractive output technologies, such as voice response
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Video Output

Printed Output

FIGURE 3.20

The flat-panel LCD video
monitor is becoming the de
facto standard for a desktop
PC system.

systems and multimedia output, are increasingly found along with video displays in
business applications.

For example, you have probably experienced the voice and audio output generated
by speech and audio microprocessors in a variety of consumer products. Voice messag-
ing software enables PCs and servers in voice mail and messaging systems to interact
with you through voice responses. Of course, multimedia output is common on the
Web sites of the Internet and corporate intranets.

Video displays are the most common type of computer output. Many desktop comput-
ers still rely on video monitors that use a cathode ray tube (CRT) technology similar to
the picture tubes used in home television sets. Usually, the clarity of the video display
depends on the type of video monitor you use and the graphics circuit board installed
in your computer. These can provide a variety of graphics modes of increasing capa-
bility. A high-resolution, flicker-free monitor is especially important if you spend a lot
of time viewing multimedia on CDs, or on the Web, or the complex graphical displays
of many software packages.

The biggest use of liquid crystal displays (LCDs) has been to provide a visual
display capability for portable microcomputers and PDAs. However, the use of “flat
panel” LCD video monitors for desktop PC systems has become common as their cost
becomes more affordable. See Figure 3.20. These LCD displays need significantly less
electric current and provide a thin, flat display. Advances in technology such as active
matrix and dual scan capabilities have improved the color and clarity of LCD displays.
In addition, high-clarity flat panel televisions and monitors using plasma display tech-
nologies are becoming popular for large-screen (42- to 80-inch) viewing.

Printing information on paper is still the most common form of output after video displays.
Thus, most personal computer systems rely on an inkjet or laser printer to produce perma-
nent (hard-copy) output in high-quality printed form. Printed output is still a common form
of business communications and is frequently required for legal documentation. Comput-
ers can produce printed reports and correspondence, documents such as sales invoices,

payroll checks, bank statements, and printed versions of graphic displays. See Figure 3.21.

Source: Courtesy of Hewlett-Packard.



FIGURE 3.21

Modern laser printers
produce high-quality color
output with high speed.

Storage
Trade-Offs

FIGURE 3.22

Storage media cost, speed,
and capacity trade-offs.
Note how cost increases
with faster access speeds but
decreases with the increased
capacity of storage media.
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Source: Courtesy of Xerox.

Inkjet printers, which spray ink onto a page, have become the most popular, low-
cost printers for microcomputer systems. They are quiet, produce several pages per
minute of high-quality output, and can print both black-and-white and high-quality
color graphics. Laser printers use an electrostatic process similar to a photocopying
machine to produce many pages per minute of high-quality black-and-white output.
More expensive color laser printers and multifunction inkjet and laser models that
print, fax, scan, and copy are other popular choices for business offices.

Data and information must be stored until needed using a variety of storage methods.
For example, many people and organizations still rely on paper documents stored in
filing cabinets as a major form of storage media. However, you and other computer
users are more likely to depend on the memory circuits and secondary storage devices
of computer systems to meet your storage requirements. Progress in very-large-scale
integration (VLSI), which packs millions of memory circuit elements on tiny semicon-
ductor memory chips, is responsible for continuing increases in the main-memory
capacity of computers. Secondary storage capacities are also escalating into the bil-
lions and trillions of characters, due to advances in magnetic and optical media.
There are many types of storage media and devices. Figure 3.22 illustrates the speed,
capacity, and cost relationships of several alternative primary and secondary storage me-
dia. Note the cost/speed/capacity trade-offs as you move from semiconductor memories
to magnetic disks to optical disks and to magnetic tape. High-speed storage media cost

— Primary Storage

Magnetic Disks

Optical Disks —Secondary Storage
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Computer Storage
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FIGURE 3.23
Examples of the ASCII
computer code that
computers use to represent
numbers and the letters of
the alphabet.

more per byte and provide lower capacities. Large-capacity storage media cost less per
byte but are slower. These trade-offs are why we have different kinds of storage media.

However, all storage media, especially memory chips and magnetic disks, continue
to increase in speed and capacity and decrease in cost. Developments like automated
high-speed cartridge assemblies have given faster access times to magnetic tape, and
the speed of optical disk drives continues to increase.

Note in Figure 3.22 that semiconductor memories are used mainly for primary
storage, although they are sometimes used as high-speed secondary storage devices.
Magnetic disk and tape and optical disk devices, in contrast, are used as secondary
storage devices to enlarge the storage capacity of computer systems. Also, because
most primary storage circuits use RAM (random-access memory) chips, which lose
their contents when electrical power is interrupted, secondary storage devices provide
a more permanent type of storage media.

Data are processed and stored in a computer system through the presence or absence
of electronic or magnetic signals in the computer’s circuitry or in the media it uses.
This character is called “two-state” or binary representation of data because the com-
puter and the media can exhibit only two possible states or conditions, similar to a
common light switch: “on” or “oft.” For example, transistors and other semiconductor
circuits are in either a conducting or a nonconducting state. Media such as magnetic
disks and tapes indicate these two states by having magnetized spots whose magnetic
fields have one of two different directions, or polarities. This binary characteristic of
computer circuitry and media is what makes the binary number system the basis for
representing data in computers. Thus, for electronic circuits, the conducting (“on”
state represents the number 1, whereas the nonconducting (“off”) state represents the
number 0. For magnetic media, the magnetic field of a magnetized spot in one direc-
tion represents a 1, while magnetism in the other direction represents a 0.

The smallest element of data is called a bit, short for binary digit, which can have a
value of either 0 or 1. The capacity of memory chips is usually expressed in terms of
bits. A byte is a basic grouping of bits that the computer operates as a single unit.
"Typically, it consists of eight bits and represents one character of data in most computer
coding schemes. Thus, the capacity of a computer’s memory and secondary storage
devices is usually expressed in terms of bytes. Computer codes such as ASCII (American
Standard Code for Information Interchange) use various arrangements of bits to form
bytes that represent the numbers 0 through 9, the letters of the alphabet, and many
other characters. See Figure 3.23.

Character ASCII Code Character ASCII Code Character ASCII Code

0 00110000 A 01000001 N 01001110
1 00110001 B 01000010 (@) 01001111
2 00110010 C 01000011 P 01010000
3 00110011 D 01000100 Q 01010001
4 00110100 B 01000101 R 01010010
5 00110101 F 01000110 S 01010011
6 00110110 G 01000111 T 01010100
7 00110111 H 01001000 U 01010101
8 00111000 I 01001001 A% 01010110
9 00111001 J 01001010 w 01010111

K 01001011 X 01011000

L 01001100 Y 01011001

M 01001101 Z 01011010




FIGURE 3.24

Computers use the binary
system to store and
compute numbers.

Direct and
Sequential Access
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27 26 25 24 23 22 21 20
128 64 32 16 8 4 2 1
Oorl Oorl Oorl Oorl Oorl Oorl Oorl Oorl

To represent any decimal number using the binary system, each place is simply assigned a
value of either 0 or 1. To convert binary to decimal, simply add up the value of each place.

Example:
1 0 0 1 1 0 0 1
128 0 0 16 8 0 0 1
28 + 0 + 0 + 16 + 8 + 0 + 0 + 1 = 153

10011001 = 153

Since childhood, we have learned to do our computations using the numbers 0
through 9, the digits of the decimal number system. Although it is fine for us to use
10 digits for our computations, computers do not have this luxury. Every computer
processor is made of millions of tiny switches that can be turned off or on. Because
these switches have only two states, it makes sense for a computer to perform its
computations with a number system that has only two digits: the binary number
system. These digits (0 and 1) correspond to the off/on positions of the switches in
the computer processor. With only these two digits, a computer can perform all the
arithmetic that we can with 10 digits. Figure 3.24 illustrates the basic concepts of
the binary system.

The binary system is built on an understanding of exponentiation (raising a
number to a power). In contrast to the more familiar decimal system, in which each
place represents the number 10 raised to a power (ones, tens, hundreds, thousands, and
so on), each place in the binary system represents the number 2 raised to successive
powers (2% 21,22 and so on). As shown in Figure 3.24, the binary system can be used
to express any integer number by using only 0 and 1.

Storage capacities are frequently measured in kilobytes (KB), megabytes (MB),
gigabytes (GB), or terabytes (T'B). Although kilo means 1,000 in the metric system,
the computer industry uses K to represent 1,024 (or 21°) storage positions. For exam-
ple, a capacity of 10 megabytes is really 10,485,760 storage positions, rather than
10 million positions. However, such differences are frequently disregarded to simplify
descriptions of storage capacity. Thus, a megabyte is roughly 1 million bytes of stor-
age, a gigabyte is roughly 1 billion bytes, and a terabyte represents about 1 trillion
bytes, while a petabyte is more than 1 quadrillion bytes.

"To put these storage capacities in perspective, consider the following: A terabyte is
equivalent to about 20 million typed pages, and it has been estimated that the total size
of all the books, photographs, video and sound recordings, and maps in the U.S.
Library of Congress approximates 3 petabytes (3,000 terabytes).

Primary storage media such as semiconductor memory chips are called direct access
memory or random-access memory (RAM). Magnetic disk devices are frequently
called direct access storage devices (DASDs). In contrast, media such as magnetic tape
cartridges are known as sequential access devices.

The terms direct access and random access describe the same concept. They mean
that an element of data or instructions (such as a byte or word) can be directly stored
and retrieved by selecting and using any of the locations on the storage media. They
also mean that each storage position (1) has a unique address and (2) can be individu-
ally accessed in about the same length of time without having to search through other
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FIGURE 3.25 Sequential versus direct access storage. Magnetic tape is a typical sequential access
medium. Magnetic disks are typical direct access storage devices.

Sequential Access Storage Device Direct Access Storage Device
Read/Write Head

Semiconductor
Memory

Read/Write
Head

storage positions. For example, each memory cell on a microelectronic semiconductor
RAM chip can be individually sensed or changed in the same length of time. Also, any
data record stored on a magnetic or optical disk can be accessed directly in about the
same period. See Figure 3.25.

Sequential access storage media such as magnetic tape do not have unique storage
addresses that can be directly addressed. Instead, data must be stored and retrieved
using a sequential or serial process. Data are recorded one after another in a predeter-
mined sequence (e.g., numeric order) on a storage medium. Locating an individual
item of data requires searching the recorded data on the tape until the desired item is
located.

Memory is the coalman to the CPU’s locomotive: For maximum PC performance, it
must keep the processor constantly stoked with instructions. Faster CPUs call for larger
and faster memories, both in the cache where data and instructions are stored temporarily
and in the main memory.

The primary storage (main memory) of your computer consists of microelectronic
semiconductor memory chips. It provides you with the working storage your computer
needs to process your applications. Plug-in memory circuit boards containing 256 meg-
abytes or more of memory chips can be added to your PC to increase its memory
capacity. Specialized memory can help improve your computer’s performance. Exam-
ples include external cache memory of 512 kilobytes to help your microprocessor work
faster or a video graphics accelerator card with 64 megabytes or more of RAM for
faster and clearer video performance. Removable credit-card-size and smaller “flash
memory” RAM devices like a jump drive or a memory stick can also provide hundreds
of megabytes of erasable direct access storage for PCs, PDAs, or digital cameras.

Some of the major attractions of semiconductor memory are its small size, great
speed, and shock and temperature resistance. One major disadvantage of most semi-
conductor memory is its volatility. Uninterrupted electric power must be supplied, or
the contents of memory will be lost. Therefore, either emergency transfer to other
devices or standby electrical power (through battery packs or emergency generators)
is required if data are to be saved. Another alternative is to permanently “burn in” the
contents of semiconductor devices so that they cannot be erased by a loss of power.

Thus, there are two basic types of semiconductor memory: random-access mem-
ory (RAM) and read-only memory (ROM).

e RAM, random-access memory. These memory chips are the most widely used
primary storage medium. Each memory position can be both sensed (read) and
changed (written), so it is also called read/write memory. This is a volatile memory.



FIGURE 3.26
A USB flash memory drive.
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¢ ROM, read-only memory. Nonvolatile random-access memory chips are used
for permanent storage; ROM can be read but not erased or overwritten. Fre-
quently used control instructions in the control unit and programs in primary
storage (such as parts of the operating system) can be permanently burned into
the storage cells during manufacture, sometimes called firmware. Variations
include PROM (programmable read-only memory) and EPROM (erasable
programmable read-only memory), which can be permanently or temporarily
programmed after manufacture.

One of the newest and most innovative forms of storage that uses semiconductor
memory is the flash drive (sometimes referred to as a_fumpDrive). Figure 3.26 shows a
common flash memory drive.

Flash memory uses a small chip containing thousands of transistors that can be
programmed to store data for virtually unlimited periods without power. The small
drives can be easily transported in your pocket and are highly durable. Storage
capacities currently range as high as 20 gigabytes, but newer flash technologies are
making even higher storage capacities a reality. The advent of credit-card-like memory
cards and ever-smaller storage technologies puts more data into the user’s pocket
every day.

A new kind of flash memory technology with potentially greater capacity and du-
rability, lower power requirements, and the same design as flash memory is
primed to challenge today’s solid-state disk products. Nanochip Inc., based in
Fremont, California, said it has made breakthroughs in its array-based memory
research that will enable it to deliver working prototypes to potential manufactur-
ing partners by 2009.

Current thinking is that flash memory could hit its limit at around 32-45 nanom-
eters. That describes the smallest possible width of a metal line on the circuit or the
amount of space between that line and the next line. The capacity of an integrated
circuit is restricted by the ability to print to a smaller and smaller two-dimensional
plane, otherwise known as the lithography. That’s exactly where Nanochip’s tech-
nology shines.

“Every two years, you need to buy this new machine that allows you to print
something that’s smaller and finer,” says Stefan Lai of Nanochip. Array-based
memory uses a grid of microscopic probes to read and write to a storage material.
The storage area isn’t defined by the lithography but by the movement of the
probes. “If Nanochip can move the probes one-tenth the distance, for example,
they can get 100 times the density with no change in the lithography,” says Lai.
“You don’t have to buy all these new machines.” IBM has been working on a simi-
lar technology for years.

Lai believes that the new memory could herald breakthroughs in mobile devices
and biotechnology. “You now need your whole life history stored in your mobile
device,” he says. “If you want something to store your genome in, it may take a lot
of memory, and you’ll want to carry it with you.” The big question that remains for
Nanochip is whether the company can create working prototypes with the cost ad-
vantages that array-based technology is supposed to offer over conventional forms
of memory.

The challenge for adoption of any new type of memory is that flash itself isn’t
standing still. “In 2010, it’s going to be $1 per gigabyte . . . so hopefully the cost per
gigabyte [of probe-based arrays] is going to be low.”

Source: Adapted from Dian Schafthauser, “A Storage Technology That Breaks Moore’s Law,” Computerworld,
March 19, 2008.
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Multigigabyte magnetic disk drives aren’t extravagant, considering that full-motion
video files, sound tracks, and photo-quality images can consume colossal amounts of disk
space in a blink.

Magnetic disks are the most common form of secondary storage for your compu-
ter system. That’s because they provide fast access and high storage capacities at a
reasonable cost. Magnetic disk drives contain metal disks that are coated on both sides
with an iron oxide recording material. Several disks are mounted together on a vertical
shaft, which typically rotates the disks at speeds of 3,600 to 7,600 revolutions per
minute (rpm). Electromagnetic read/write heads are positioned by access arms be-
tween the slightly separated disks to read and write data on concentric, circular tracks.
Data are recorded on tracks in the form of tiny magnetized spots to form the binary
digits of common computer codes. Thousands of bytes can be recorded on each track,
and there are several hundred data tracks on each disk surface, thus providing you with
billions of storage positions for your software and data. See Figure 3.27.

There are several types of magnetic disk arrangements, including removable disk car-
tridges as well as fixed disk units. Removable disk devices are popular because they are
transportable and can be used to store backup copies of your data off-line for conven-
ience and security.

® Floppy disks, or magnetic diskettes, consist of polyester film disks covered with
an iron oxide compound. A single disk is mounted and rotates freely inside a
protective flexible or hard plastic jacket, which has access openings to accom-
modate the read/write head of a disk drive unit. The 3%2-inch floppy disk, with
capacities of 1.44 megabytes, was the most widely used version, with a Super-
disk technology offering 120 megabytes of storage. Zip drives use a floppy-like
technology to provide up to 750 MB of portable disk storage. Today’s comput-
ers have all but eliminated inclusion of a drive to read floppy disks, but they can
be found if necessary.

FIGURE 3.27 Magnetic disk media: a hard magnetic disk drive and a 3%-inch floppy disk.

Source: © Stockbyte/PunchStock.

Source: © Royalty Free/Corbis.
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® Hard disk drives combine magnetic disks, access arms, and read/write heads into
a sealed module. This combination allows higher speeds, greater data recording
densities, and closer tolerances within a sealed, more stable environment. Fixed
or removable disk cartridge versions are available. Capacities of hard drives range
from several hundred megabytes to hundreds of gigabytes of storage.

RAID computer storage equipment—1big, refrigerator-size boxes full of dozens of inter-
linked magnetic disk drives that can store the equivalent of 100 million tax returns—
bardly gets the blood rushing. But it should. Just as speedy and reliable networking
opened the floodgates to cyberspace and e-commerce, ever-more-turbocharged data storage

is a key building block of the Internet.

Disk arrays of interconnected microcomputer hard disk drives have replaced
large-capacity mainframe disk drives to provide virtually unlimited online storage.
Known as RAID (redundant arrays of independent disks), they combine from 6 to
more than 100 small hard disk drives and their control microprocessors into a single
unit. These RAID units provide large capacities (as high as 1-2 terabytes or more)
with high access speeds because data are accessed in parallel over multiple paths from
many disks. Also, RAID units provide a fault-rolerant capacity, in that their redundant
design offers multiple copies of data on several disks. If one disk fails, data can be
recovered from backup copies automatically stored on other disks. Storage area net-
works (SANs) are high-speed fiber channel local area networks that can interconnect
many RAID units and thus share their combined capacity through network servers
with many users.

There are a variety of classifications of RAID, and newer implementations include
not only hardware versions, but also software methods. The technical aspects of RAID
are beyond the scope of this text and probably beyond the needs of the modern busi-
ness technologist as well. It is sufficient to note that the storage mechanisms in the
modern organization are probably using some type of RAID technology. If you are
interested in drilling deeper into this technology and how it works, a wide variety of
Internet resources are available.

Tape storage is moving beyond backup. Although disk subsystems provide the fastest re-
sponse time for mission-critical data, the sheer mmount of data that users need to access
these days as part of huge enterprise applications, such as data warebouses, requires

affordable [magnetic tape] storage.

Magnetic tape is still being used as a secondary storage medium in business appli-
cations. The read/write heads of magnetic tape drives record data in the form of mag-
netized spots on the iron oxide coating of the plastic tape. Magnetic tape devices
include tape reels and cartridges in mainframes and midrange systems and small cas-
settes or cartridges for PCs. Magnetic tape cartridges have replaced tape reels in many
applications and can hold more than 200 megabytes.

One growing business application of magnetic tape involves the use of high-speed
36-track magnetic tape cartridges in robotic automated drive assemblies that can
directly access hundreds of cartridges. These devices provide lower-cost storage to
supplement magnetic disks to meet massive data warehouse and other online business
storage requirements. Other major applications for magnetic tape include long-term
archival storage and backup storage for PCs and other systems.

Optical disk technology bas become a necessity. Most software companies now distribute
their elephantine programs on CD-ROMSs. Many corporations are now rolling their own
CDs to distribute product and corporate information that once filled bookshelves.
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FIGURE 3.28
Comparing the capabilities
of optical disk drives.

Optical Disk Drive Capabilities

e CD-ROM
A CD-ROM drive provides a low-cost way to read data files and load software onto
your computer, as well as play music CDs.

e CD-RW
A CD-RW drive allows you to easily create your own custom data CDs for data backup or
data transfer purposes. It will also allow you to store and share video files, large data files,
digital photos, and other large files with other people that have access to a CD-ROM
drive. This drive will also do anything your CD-ROM drive will do. It reads all your
existing CD-ROMs, audio CDs, and CDs that you have created with your CD burner.

e CD-RW/DVD
A CD-RW/DVD combination drive brings all the advantages of CD-RW, CD-ROM,
and DVD-ROM to a single drive. With a CD-RW/DVD combo drive, you can read
DVD-ROM disks, read CD-ROM disks, and create your own custom CDs.

e DVD-ROM
A DVD-ROM drive allows you to enjoy the crystal-clear color, picture, and sound clar-
ity of DVD video on your PC. It will also prepare you for future software and large
data files that will be released on DVD-ROM. A DVD-ROM drive can also read CD-
ROM disks, effectively providing users with full optical read capability in one device.

e DVD+RW/+R with CD-RW
A DVD+RW/+R with CD-RW drive is a great all-in-one drive, allowing you to burn
DVD+RW or DVD +R disks, burn CDs, and read DVDs and CDs. It enables you to
create DVDs to back up and archive up to 4.7GB of data files (that’s up to 7 times the
capacity of a standard 650MB CD) and store up to to 2 hours of MPEG?2 digital video.

Source: Adapted from “Learn More—Optical Drives,” www.dell.com.

Optical disks, a fast-growing type of storage media, use several major alternative tech-
nologies. See Figure 3.28. One version is called CD-ROM (compact disk-read-only
memory). CD-ROM technology uses 12-centimeter (4.7-inch) compact disks (CDs)
similar to those used in stereo music systems. Each disk can store more than 600
megabytes. That’s the equivalent of more than 400 1.44-megabyte floppy disks or
more than 300,000 double-spaced pages of text. A laser records data by burning per-
manent microscopic pits in a spiral track on a master disk from which compact disks
can be mass produced. Then CD-ROM disk drives use a laser device to read the
binary codes formed by those pits.

CD-R (compact disk-recordable) is another popular optical disk technology.
CD-R drives or CD burners are commonly used to record data permanently on CDs.
The major limitation of CD-ROM and CD-R disks is that recorded data cannot be
erased. However, CD-RW (CD-rewritable) drives record and erase data by using a
laser to heat a microscopic point on the disk’s surface. In CD-RW versions using
magneto-optical technology, a magnetic coil changes the spot’s reflective properties
from one direction to another, thus recording a binary 1 or 0. A laser device can then
read the binary codes on the disk by sensing the direction of reflected light.

DVD technologies have dramatically increased optical disk capacities and capa-
bilities. DVD (digital video disk or digital versatile disk) optical disks can hold from
3.0 to 8.5 gigabytes of multimedia data on each side. The large capacities and high-
quality images and sound of DVD technology are expected to replace CD tech-
nologies for data storage and promise to accelerate the use of DVD drives for
multimedia products that can be used in both computers and home entertainment
systems. Thus, DVD-ROM disks are increasingly replacing magnetic tape video-
cassettes for movies and other multimedia products, while DVD+RW disks are

being used for backup and archival storage of large data and multimedia files. See
Figure 3.29.
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Source: Photodisc/Getty Images.

One of the major uses of optical disks in mainframe and midrange systems is in image
processing, where long-term archival storage of historical files of document images
must be maintained. Financial institutions, among others, are using optical scanners to
capture digitized document images and store them on optical disks as an alternative
to microfilm media.

One of the major business uses of CD-ROM disks for personal computers is to
provide a publishing medium for fast access to reference materials in a convenient,
compact form. This material includes catalogs, directories, manuals, periodical
abstracts, part listings, and statistical databases of business and economic activity.
Interactive multimedia applications in business, education, and entertainment are
another major use of optical disks. The large storage capacities of CD and DVD
disks are a natural choice for computer video games, educational videos, multimedia
encyclopedias, and advertising presentations.

One of the newest and most rapidly growing storage technologies is radio frequency
identification (RFID), a system for tagging and identifying mobile objects such as store
merchandise, postal packages, and sometimes even living organisms (like pets). Using
a special device called an RFID reader, RFID allows objects to be labeled and tracked
as they move from place to place.

The RFID technology works using small (sometimes smaller than a grain of
sand) pieces of hardware called RFID chips. These chips feature an antenna to
transmit and receive radio signals. Currently, there are two general types of RFID
chips: passive and active. Passive RFID chips do not have a power source and must
derive their power from the signal sent from the reader. Active RFID chips are self-
powered and do not need to be close to the reader to transmit their signal. Any
RFID chips may be attached to objects or, in the case of some passive RFID systems,
injected into objects. A recent use for RFID chips is the identification of pets such as
dogs or cats. By having a tiny RFID chip injected just under their skin, they can be
easily identified if they become lost. The RFID chip contains contact information
about the owner of the pet. Taking this a step further, the Transportation Security
Administration is considering using RFID tags embedded in airline boarding passes
to keep track of passengers.

Whenever a reader within range sends appropriate signals to an object, the associated
RFID chip responds with the requested information, such as an identification number or
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RFID Privacy Issues

product date. The reader, in turn, displays the response data to an operator. Readers
may also forward data to a networked central computer system. Such RFID systems
generally support storing information on the chips as well as simply reading data.

The RFID systems were created as an alternative to common bar codes. Relative
to bar codes, RFID allows objects to be scanned from a greater distance, supports
storing of data, and allows more information to be tracked per object.

Recently (as discussed in the next section), RFID has raised some privacy concerns
as a result of the invisible nature of the system and its capability to transmit fairly so-
phisticated messages. As these types of issues are resolved, we can expect to see RFID
technology used in just about every way imaginable.

How would you like it if, for instance, one day you realized your underwear was reporting
on your whereabouts?—California State Senator Debra Bowen, at a 2003 bearing on
RFID privacy concerns.

The use of RFID technology has caused considerable controversy and even prod-
uct boycotts by consumer privacy advocates who refer to RFID tags as spychips. The
two main privacy concerns regarding RFID are:

® Because the owner of an item will not necessarily be aware of the presence of an RFID
tag, and the tag can be read at a distance without the knowledge of the individual, it
becomes possible to gather sensitive data about an individual without consent.

e Ifa customer pays for a tagged item by credit card or in conjunction with a loy-
alty card, then it would be possible to deduce the identity of the purchaser indi-
rectly by reading the globally unique ID of that item (contained in the RFID tag).

Most concerns revolve around the fact that RFID tags affixed to products remain
functional even after the products have been purchased and taken home; thus, they
can be used for surveillance and other purposes unrelated to their supply chain inven-
tory functions.

Read range, however, is a function of both the reader and the tag itself. Improvements
in technology may increase read ranges for tags. Having readers very close to the tags
makes short-range tags readable. Generally, the read range of a tag is limited to the
distance from the reader over which the tag can draw enough energy from the reader field
to power the tag. Tags may be read at longer ranges by increasing reader power. The limit
on read distance then becomes the signal-to-noise ratio of the signal reflected from the tag
back to the reader. Researchers at two security conferences have demonstrated that passive
UHF RFID tags (not the HF-type used in U.S. passports), normally read at ranges of up
to 30 feet, can be read at ranges of 5069 feet using suitable equipment. Many other types
of tag signals can be intercepted from 30-35 feet away under good conditions, and the
reader signal can be detected from miles away if there are no obstructions.

The potential for privacy violations with RFID was demonstrated by its use in a
pilot program by the Gillette Company, which conducted a “smart shelf” test at a
Tesco in Cambridge, England. They automatically photographed shoppers taking
RFID-tagged safety razors off the shelf to see if the technology could be used to deter
shoplifting. This trial resulted in consumer boycott against Gillette and Tesco. In
another incident, uncovered by the Chicago Sun-Times, shelves in a Wal-Mart in
Broken Arrow, Oklahoma, were equipped with readers to track the Max Factor Lip-
finity lipstick containers stacked on them. Webcam images of the shelves were viewed
750 miles away by Procter & Gamble researchers in Cincinnati, Ohio, who could tell
when lipsticks were removed from the shelves and observe the shoppers in action.

The controversy surrounding the use of RFID technologies was furthered by the
accidental exposure of a proposed Auto-ID consortium public relations campaign that
was designed to “neutralize opposition” and get consumers to “resign themselves to
the inevitability of it” while merely pretending to address their concerns. During the
U.N. World Summit on the Information Society (WSIS) on November 16-18, 2005,
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Richard Stallman, founder of the free software movement, protested the use of RFID
security cards. During the first meeting, it was agreed that future meetings would no
longer use RFID cards; upon finding out this assurance was broken, he covered his
card in tin foil and would uncover it only at the security stations. This protest caused
the security personnel considerable concern. Some did not allow him to leave a con-
ference room in which he had been the main speaker, and then prevented him from
entering another conference room, where he was due to speak.

The Food and Drug Administration in the United States has approved the use of
RFID chips in humans. Some business establishments have also started to “chip” cus-
tomers, such as the Baja Beach Nightclub in Barcelona. This has provoked concerns
into privacy of individuals, as they can potentially be tracked wherever they go by an
identifier unique to them. There are concerns that this could lead to abuse by an au-
thoritarian government or lead to removal of other freedoms.

In July 2006, Reuters reported that Newitz and Westhues, two hackers, showed at
a conference in New York City that they could clone the RFID signal from a human-
implanted RFID chip, which proved that the chip is not as secure as was previously
believed.

All of these examples share a common thread, showing that whatever can be encoded
can also be decoded. RFID presents the potential for enormous efficiencies and cost sav-
ings. It also presents significant challenges to privacy and security. Until these issues are
worked through, much controversy will continue to surround RFID technologies.

One of the most vexing problems for magazine publishers is trying to figure out just
how many people read printed copies of magazines, rather than letting them lan-
guish in stacks of unread mail. Other questions have been raging since the dawn of
the printing press, such as: How long and often do readers spend reading the pages?
Do readers skip around among the articles? Do they read from front to back or from
back to front? And does anybody look at the advertisements? Historically, these have
been mostly unanswerable questions, left to estimates and guesswork. But a market-
ing research company, Mediamark Research & Intelligence ( MRI), is testing radio
frequency identification (RFID) technology to measure magazine readership in
public waiting rooms.

The real-world testing follows up a year of laboratory testing. Jay Mattlin, senior
vice president of new ventures at MRI, points out that the system needs to be tested
“in a non-laboratory setting to determine how well it holds up in this important
reading environment.”

The project’s objectives are to determine whether the RFID-driven passive print
monitoring system “can reliably measure—in a waiting room setting—the total time
spent with a specific magazine issue, the number of individual reading occasions and
potentially, reader exposure to individual magazine pages,” according to an MRI
statement.

For the lab testing, MRI created an “intelligent” magazine prototype—containing
the passive print measuring system—that keeps track of reader activity with desig-
nated pages. “Essentially, an RFID tag attached to the magazine sends a signal to a
tag reader each time the test subjects turn to one of the designated magazine pages,”
notes MRI. “The system records the times of the openings and closings of desig-
nated pages, as well as the opening/closings of the magazine itself.”

Mattlin reported that the system correctly identified magazine openings and
closings an average of 95 percent of the time in internal tests.

“We’ve learned a lot so far in our controlled environment,” he noted. “But con-
sidering the complexity of trying to measure a non-electronic medium, like maga-
zines, with electronic signals, it’s going to take a while before we have a firm grip on
the full potential of RFID with regard to magazine audience measurement.”
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Predictions for
the Future

Computers Will
Enable People to
Live Forever

Of course, the most interesting thing to note about this story is the timing: How
much value is there in solving the age-old viewership problem as print magazine
readership continues to decline, and publishers have shifted most of their focus and
content online?

Source: Adapted from Thomas Wailgum, “RFID Chips in Your Magazines,” CIO Magazine, December 12, 2007.

If Moore’s law prevails and technology advancement continues, we can expect to see
our lives change in remarkable and unimaginable ways. Although we cannot really
predict the future, it is interesting and fun to read the predictions of futurists—people
whose job is to think about what the future might bring. Here’s one man’s perspective
on what computing technology might do to change our lives in the decades to come.

In just 15 years, we’ll begin to see the merger of human and computer intelligence
that ultimately will enable people to live forever. At least that’s the prediction of au-
thor and futurist Ray Kurzweil.

Kurzweil suggests that nanobots will roam our bloodstreams, fixing diseased or
aging organs, while computers will back up our human memories and rejuvenate our
bodies by keeping us young in appearance and health.

The author of the book The Singularity Is Near, Kurzweil says that within a quar-
ter of a century, nonbiological intelligence will match the range and subtlety of hu-
man intelligence. He predicts that it will then soar past human ability because of the
continuing acceleration of information-based technologies, as well as the ability of
machines to share their knowledge instantly.

Kurzweil predicts people and computers will intermix with nanobots, blood cell-
sized robots, that will be integrated into everything from our clothing to our bodies and
brains. People simply need to live long enough—another 15-30 years—to live forever.
Think of it as replacing everyone’s “human body version 1.0” with nanotechnology that
will repair or replace ailing or aging tissue, he says. Parts will become easily replaceable.

“A $1,000 worth of computation in the 2020s will be 1,000 times more powerful
than the human brain,” says Kurzweil, adding that in 25 years we’ll have multiplied
our computational power by a billion. “Fifteen years from now, it'll be a very differ-
ent world. We’ll have cured cancer and heart disease, or at least rendered them to
manageable chronic conditions that aren’t life threatening. We’ll get to the point
where we can stop the aging process and stave off death.”

Actually, we’ll hit a point where human intelligence simply can’t keep up with, or
even follow, the progress that computers will make, according to Kurzweil. He ex-
pects that nonbiological intelligence will have access to its own design plans and be
able to improve itself rapidly. Computer, or nonbiological, intelligence created in the
year 2045 will be one billion times more powerful than all human intelligence today.

“Supercomputing is behind the progress in all of these areas,” says Kurzweil,
adding that a prerequisite for nonbiological intelligence is to reverse-engineer biol-
ogy and the human brain. That will give scientists a “toolkit of techniques” to apply
when developing intelligent computers. In a written report, he said, “We won’t ex-
perience 100 years of technological advance in the 21st century; we will witness on
the order of 20,000 years of progress, or about 1,000 times greater than what was
achieved in the 20th century.”

According to Kurzweil, here’s what we can expect in the not-so-distant future:

¢ Doctors will be doing a backup of our memories by the late 2030s.

e By the late 2020s, doctors will be sending intelligent bots, or nanobots, into our
bloodstreams to keep us healthy, and into our brains to keep us young.
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® In 15 years, human longevity will be greatly extended. By the 2020s, we’ll be add-
ing a year of longevity or more for every year that passes.

® In the same time frame, we'll routinely be in virtual reality environments. Instead
of making a cell call, we could “meet” someone in a virtual world and take a walk
on a virtual beach and chat. Business meetings and conference calls will be held
in calming or inspiring virtual locations.

® When you'’re walking down the street and see someone you’ve met before, back-
ground information about that person will pop up on your glasses or in the pe-
riphery of your vision.

e Instead of spending hours in front of a desktop machine, computers will be more
ingrained in our environment. For instance, computer monitors could be replaced
by projections onto our retinas or on a virtual screen hovering in the air.

e Scientists will be able to rejuvenate all of someone’s body tissues and organs by
transforming their skin cells into youthful versions of other cell types.

® Need a little boost? Kurzweil says scientists will be able to regrow our own cells,
tissues, and even whole organs, and then introduce them into our bodies, all with-
out surgery. As part of what he calls the “emerging field of rejuvenation medicine,”
new tissue and organs will be built out of cells that have been made younger.

® Got heart trouble? No problem, says Kurzweil. “We’ll be able to create new
heart cells from your skin cells and introduce them into your system through
the bloodstream. Over time, your heart cells get replaced with these new cells,
and the result is a rejuvenated, young heart with your own DNA.”

® One trick we’ll have to master is staying ahead of the game. Kurzweil warns
that terrorists could obviously use this same technology against us. For example,
they could build and spread a bioengineered biological virus that’s highly pow-
erful and stealthy.

According to Kurzweil, we're not that far away from solving a medical problem that
has plagued scientists and doctors for quite some time now: the common cold. He notes
that though nanotechnology could go into our bloodstreams and knock it out, before
we even get to that stage, biotechnology should be able to cure the cold in just 10 years.

Source: Adapted from Sharon Gaudin, “Kurzweil: Computers Will Enable People to Live Forever,” InformationWeck,
November 21, 2006.

Computer Systems. Major types of computer systems
are summarized in Figure 3.3. Microcomputers are used
as personal computers, network computers, personal
digital assistants, technical workstations, and informa-
tion appliances. Midrange systems are increasingly used
as powerful network servers and for many multiuser
business data processing and scientific applications.
Mainframe computers are larger and more powerful
than most midsize systems. They are usually faster, have
more memory capacity, and can support more network
users and peripheral devices. They are designed to han-
dle the information processing needs of large organiza-
tions with high volumes of transaction processing or
with complex computational problems. Supercomputers
are a special category of extremely powerful mainframe

computer systems designed for massive computational
assignments.

The Computer Systems Concept. A computer is a
system of information processing components that
perform input, processing, output, storage, and control
functions. Its hardware components include input and
output devices, a central processing unit (CPU), and
primary and secondary storage devices. The major
functions and hardware in a computer system are
summarized in Figure 3.10.

Peripheral Devices. Refer to Figures 3.14 and 3.22 to
review the capabilities of peripheral devices for input,
output, and storage discussed in this chapter.
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Key Terms and Concepts

These are the key terms and concepts of this chapter. The page number of their first explanation is given in parentheses.

NoRENe RN BN N e

10.
11.
12.
13.
14.
15.

. Binary representation (108)
. Central processing unit (93)
. Computer system (92)

. Computer terminal (85)

. Cycles per second (94)

. Direct access (109)

. Graphical user interface (97)
. Information appliance (86)

. Magnetic disks (112)

a. Floppy disk (112)

b. Hard disk (113)

¢. RAID (redundant array of
independent disks) (113)

Magnetic stripe (105)
Magnetic tape (113)
Mainframe system (89)
Microcomputer (83)
Midrange system (87)
Minicomputer (88)

16.

17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.

MIPS (million instructions per 29. RFID (radio frequency
second) (94) identification) (115)

Moore’s law (94) 30. Secondary storage (93)
Network computer (86) 31. Semiconductor memory (110)

Network server (83)
Network terminal (85)
Off-line (97)

Online (97)

Optical disks (114)
Optical scanning (103)
Peripherals (97)
Pointing devices (97)
Primary storage unit (93)
Processing speed (94)

a. Millisecond (94)
b. Microsecond (94)
¢. Nanosecond (94)
d. Picosecond (94)

a. RAM (random-access
memory) (110)
b. ROM (read-only memory) (110)

32. Sequential access (109)
33. Speech recognition (101)
34. Storage capacity (109)

a. Bit (108)

b. Byte (108)

¢. Kilobyte (109)
d. Megabyte (109)
e. Gigabyte (109)
/- Terabyte (109)
g. Petabyte (109)

35. Supercomputer (90)
36. Volatility (110)
37. Workstation computer (83)

Review Quiz

Match one of the previous key terms and concepts with one of the following brief examples or definitions. Try to find the best
fit for answers that seem to fit more than one term or concept. Defend your choices.

__ 4. Devices for consumers to access the Internet.

— 9. Separate from and not controlled by a CPU.

1. A computer is a combination of components that

—11.

perform input, processing, output, storage, and

control functions.
system.

sor cycles.

this function.

computer system.

5. The memory of a computer.

2. 'The main processing component of a computer

3. A measure of computer speed in terms of proces-

6. Magnetic disks and tape and optical disks perform

7. Input/output and secondary storage devices for a

—12.
—13.

14

—15.

—_16.

—17.
—_18.

8. Connected to and controlled by a CPU.

—19.

_10. Results from the presence or absence or change in

direction of electric current, magnetic fields, or

—20.

light rays in computer circuits and media.

A common computer interface using a desktop
metaphor and icons.

Can be a desktop/laptop or handheld computer.

A computer category between microcomputers
and mainframes.

A small, portable magnetic disk encased in a thin
plastic shell.

A large-capacity disk typically found in computer
systems.

Low-cost microcomputers for use with the Inter-
net and corporate intranets.

A redundant array of inexpensive hard drives.

A terminal that depends on network servers for its
software and processing power.

A computer that manages network communica-
tions and resources.

The most powerful type of computer.



—21. A magnetic tape technology for credit cards.
_22. One-billionth of a second.
_23. Roughly 1 billion characters of storage.

— 24. Includes electronic mice, trackballs, pointing

sticks, and touch pads.

__25. Early midrange systems used for processing-

intensive applications such as scientific research
and engineering analysis.

_26. The largest of the three main types of computers.

—27. Processor power measured in terms of number of

instructions processed.

_ 28. Prediction that computer power will double ap-

proximately every 18 to 24 months.

—29. Promises to be the easiest, most natural way to

communicate with computers.

—30. Capturing data by processing light reflected from

images.

_ 31.The speed of a computer.

—32. One one-thousandth of a second.

—33.1,024 bytes.

— 34. A device with a keyboard and a video display net-

worked to a computer is a typical example.

_ 35.The amount of data a storage device can hold.

__ 36. A personal computer used as a technical

workstation.

—37. The smallest unit of data storage.
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— 38. One trillion bytes.

—39. You cannot erase the contents of these storage

circuits.

_40. The memory of most computers consists of these

storage circuits.

___41. The property that determines whether data are

lost or retained when power fails.

—42. Each position of storage can be accessed in ap-

proximately the same time.

_43. Each position of storage can be accessed accord-

ing to a predetermined order.

— 44. Microelectronic storage circuits on silicon chips.

—45. Uses magnetic spots on metal or plastic disks.

___46. Uses magnetic spots on plastic tape.

_47. Uses a laser to read microscopic points on plastic

disks.

__ 48. A millionth of a second.

____49. A trillionth of a second.

—50. A grouping of eight bits that represents one al-

phabetic or special character.

_51. A short-range wireless technology most com-

monly used to tag, track, and identify objects.

__ 52. Around a million bytes; more precisely, 2 to the

20th power.

—53. A unit of information or computer storage equal

to one quadrillion bytes, or 1,024 terabytes.

Discussion Questions

. What trends are occurring in the development and use
of the major types of computer systems?

. Will the convergence of PDAs, subnotebook PCs,
and cell phones produce an information appliance
that will make all of those categories obsolete? Why
or why not?

. Refer to the Real World Case I'T asset management
in the chapter. What advice would you provide to a
growing company to avoid facing the issues discussed
in the case?

. Do you think that information appliances like PDAs
will replace personal computers (PCs) in business appli-
cations? Explain.

. Are networks of PCs and servers making mainframe
computers obsolete? Explain.

. Refer to the Real World Case on speech recognition in
health care in the chapter. Although these and other
technologies are becoming more prevalent in health

10.

care, doctors have traditionally been reluctant to adopt
them. Why do you think this is the case? How would
these technologies change the way doctors perform
their job?

. What are several trends that are occurring in computer

peripheral devices? How do these trends affect business
uses of computers?

. What are several important computer hardware

developments that you expect to happen in the next
10 years? How will these affect the business use of
computers?

. What processor, memory, magnetic disk storage, and

video display capabilities would you require for a
personal computer that you would use for business
purposes? Explain your choices.

What other peripheral devices and capabilities would
you want to have for your business PC? Explain your
choices.
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Analysis Exercises

1. Hardware Costs is also listed for comparison purposes. Although not all

Purchasing Computer Systems for Your Workgroup
You have been asked to get pricing information for a
potential purchase of PCs for the members of your
workgroup. Go to the Internet to get prices for these
units from Dell and Hewlett-Packard. Look for a high-
end office desktop model.

The table below shows the specifications for the
basic system you have been asked to price and potential
upgrades to each feature. You will want to get a price
for the basic system described below and a separate
price for each of the upgrades shown.

improvements in these components are reflected in
these capacity measures, it is interesting to examine
trends in these measurable characteristics.

a. Create a spreadsheet based on the figures above and
include a new row for each component, showing the
price per unit of capacity (cost per megahertz of
speed for microprocessors and cost per megabyte
of storage for RAM and hard disk devices).

b. Create a set of graphs highlighting your results and
illustrating trends in price per unit of performance
(speed) or capacity.

Component Basic Unit Upgrade c. Write a short paper discussing the trends you found.

CPU (gigahertz) 23 3.4 How long do you expect these trends to continue?

Hard drive (gigabytes) 160 500 Why?

RAM (gigabytes) 1 2 d. Prepare a summary presentation outlining the points

Removable media 16X DVD+R/W 48X DVD+R/W from your paper (above). Be sure to /ink your Excel

Monitor 17-inch flat 19-inch flat chart into the PowerPoint presentation so that it
screen screen

Select the standard software licenses; your I'T
department will install the necessary software for your
workgroup. Take a two-year warranty and servicing
coverage offered by each supplier. If a two-year war-
ranty is not available, simply note any differences in the
coverage with the closest match.

a. Prepare a spreadsheet summarizing this pricing in-
formation and showing the cost from each supplier
of the following options: (1) units with the basic
configuration, (2) the incremental cost of each up-
grade separately, and (3) the cost of a fully upgraded
unit. If you cannot find features that exactly match
the requirements, then use the next higher standard
for comparison and make a note of the difference.

b. Prepare a set of PowerPoint slides summarizing
your results. Include a discussion of the warranty
and servicing contract options offered by each
supplier.

. Price and Performance Trends for Computer

Hardware
Hardware Analysis
The table below details price and capacity figures for
common components of personal computers. Typical
prices for microprocessors, random-access memory
(RAM), and hard disk storage are displayed.

The performance of typical components has in-
creased substantially over time, so the speed (for the
microprocessor) or the capacity (for the storage devices)

automatically updates when any data change in the
spreadsheet.

. Can Computers Think Like People?

The Turing Test

The Turing test is a hypothetical test to determine
whether a computer system has reached the level of
artificial intelligence. If the computer can fool a person
into thinking it is another person, then it has artificial
intelligence. Except in very narrow areas, no computer
has passed the Turing test.

Free e-mail account providers such as Hotmail or
Yahoo take advantage of this fact. They need to distin-
guish between new account registrations generated by
a person and registrations generated by spammers’ soft-
ware. Why? Spammers burn through thousands of
e-mail accounts to send millions of e-mails. To help
them, spammers need automated tools to generate
these accounts. Hotmail fights this practice by requir-
ing registrants to enter correctly an alphanumeric code
hidden within an image. Spammers’ programs have
trouble correctly reading the code, but most humans
do not. With this reverse Turing test, also called a
CAPTCHA, Hotmail can distinguish between a person
and a program and allow only humans to register. As a
result, spammers must look elsewhere for free accounts.

a. Aside from those mentioned above, in what applica-
tions might businesses find it useful to distinguish
between a human and a computer?

1991 1993 1995 1997 1999 2001 2003 2005

Processor: Speed, MHz 25 33 100 125 350 1000 3,000 3,800
Cost $180 $125 $275 $250 $300 $251 $395 $549
RAM chip: MB per chip 1 4 4 16 64 256 512 2,000
Cost $55 $140 $120 $97 $125 $90 $59 $149
Hard drive: GB per drive 0.105 0.250 0.540 2.0 8.0 40.0 160.0 320
Cost $480 $375 $220 $250 $220 $138 $114 $115



b. Describe a Turing test that a visually impaired per-
son, but not a computer, might pass.

c. Search the Internet for the term CAPTCHA and
describe its strengths and weaknesses.

3. Radio Frequency Identification

Input Device or Invasion of Privacy?

Punch cards, keyboards, bar code scanners—the trend
is clear. Input devices have continued to promote faster
and more accurate data entry. Key to this advance is
capturing data at their source, and no tool does this bet-
ter than radio frequency identification (RFID) systems.
An RFID transmitter sends out a coded radio signal. An
RFID tag changes and reflects this signal back to an
antenna. The RFID system can read the reflection’s
unique pattern and record it in a database. Depending
on the system, this pattern may be associated with a
product line, shipping palette, or even a person. Although
an RFID system’s range is limited to a few dozen feet,
this approach enables remarkable inventory tracking
that doesn’t rely on a human to keyboard interaction

or scan. Except for the presence of a 1-inch-square
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(5-cm-square) RFID tag, humans may have no idea an
RFID system is in operation.

Indeed, that may be part of the problem. Consum-
ers have expressed concern that RFID chips attached
to products they purchase may be used to track them.
Others fear their government may require embedded
RFID chips as a form of personal identification and
tracking. What started as a new and improved input
device has devolved into a matter of public policy.

a. How would you feel if your university used RFID
tags embedded in student IDs to replace the mag-
netic swipe strip? On a campus, RFID tags might
be used to control building access, manage computer
access, or even automatically track class attendance.

b. Enter “RFID” into an Internet search engine and
summarize the search results. Of the top 20 results,
how many were positive, negative, or neutral?

c. Enter “RFID” and “privacy” into an Internet search
engine, select a page expressing privacy concerns,
and summarize them in a brief essay. Do you find
these concerns compelling?
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REAL WORLD

BM researchers and a team of doctors are building a data-

base of digital images they hope will enable oncologists

to diagnose and treat cancer patients faster and with more
success. Researchers at the Cancer Institute of New Jersey
have digitized CAT scans, MRIs, and other images using a
high-performance system and computational time on the
World Community Grid, also known as the world’s largest
public computing grid.

“Digitizing images should enable doctors to diagnose
cancers earlier and detect their growth or shrinkage more
accurately during treatment,” says Robin Willner, vice pres-
ident of the global community initiatives at IBM. “Right
now, the doctor is basically eyeballing it when he’s analyzing
tissues and biopsies. They’re trying to figure out what type
of cancer it is and if there’s been progress during treatment.
If you digitize the image, you’re able to compare numbers
because you’ve turned an image into bits and bytes. Now it’s
a much more accurate comparison.”

Researchers have been using the grid to convert hun-
dreds of thousands of images of cancerous tissues and cells
into digital images. Once the images are digitized, the grid
can check the accuracy of the digital information to ensure
that the bits and bytes are translating into real diagnoses.
The World Community Grid acts as a virtual supercom-
puter that is based on thousands of volunteers donating their
unused computer time. “If we can improve treatment and
diagnosis for cancer, that’s great for everybody,” said Willner.
“There couldn’t be a better use for the grid.”

The next phase of the project is to build a database that
will hold hundreds of thousands, if not millions, of these im-
ages. A $2.5 million grant from the National Institutes of
Health (NIH) will enable the Cancer Institute of New Jersey,
Rutgers University, and cancer centers around the country
to pool their digital images in the database. Willner said the
database will enable doctors to compare patients’ new im-
ages to ones already in the database to help them diagnose
the cancer and figure out the best way to treat it. Doctors
should be able to use the database to personalize treatments
for cancer patients based on how other patients with similar
protein expression signatures and cancers have reacted to
various treatments.

“The overarching goal of the new NIH grant is to ex-
pand the library to include signatures for a wider range of
disorders and make it, along with the decision-support tech-
nology, available to the research and clinical communities as
grid-enabled deployable software,” said David J. Foran, a di-
rector of the Cancer Institute of New Jersey. “We hope to
deploy these technologies to other cancer research centers
around the nation.”

This isn’t IBM’s first foray into the medical arena by any
means. IBM has also teamed up with the Mayo Clinic to de-
velop a research facility to advance medical imaging. Re-
searchers from both the Mayo Clinic and IBM are working

IBM, Wachovia, and PayPal:
Grid Computing Makes It
Easier and Cheaper

at the new Medical Imaging Informatics Innovation Center
in Rochester, Minnesota. Bradley Erickson, chairman of ra-
diology at the Mayo Clinic, said a joint team is already work-
ing to find ways to use the Cell chip, mostly known for
running inside the PlayStation 3 video-game console, in a
medical imaging system. Erickson said that the technology
could either reduce work that now takes minutes to a matter
of seconds, or work that now takes hours to only minutes.

Grid computing, however, is not limited to nonprofit
institutions. Financial services firm Wachovia Corp. has
freed some of its Java-based applications from dedicated
servers and is allowing these transaction applications to draw
computing power from a 10,000-CPU resource pool on
servers spread across cities in the United States and in Lon-
don. Wachovia is tapping into computing power that’s avail-
able on other systems to perform work. That capability
allows companies to avoid dedicated hardware costs and
make better use of underutilized hardware.

Tony Bishop, a Wachovia senior vice president and di-
rector of product management, said that to use dedicated
systems as an alternative would be “three times the cost in
terms of capital and people to support it otherwise.” Wacho-
via has eight applications running on its grid that are used in
internal transactions, such as order management. The serv-
ers are in New York, Philadelphia, London, and at the com-
pany’s corporate headquarters in Charlotte, North Carolina.
Jamie Bernardin, chief technology officer at DataSynapse,
the company that developed the technology, said that to im-
prove transaction speeds, the transaction application run-
ning on it can grow and contract as needed.

Because the system can provide resources as needed for
the applications, Bishop said performance has improved on
some transactions fivefold. “ This ability to speed processing
means decisions and services can be made and delivered
more rapidly. As things get more and more automated and
more and more real time it will be IT in this business that
differentiates,” says Bishop.

A Linux grid is the power behind the payment system at
PayPal, and it has converted a mainframe believer. Scott
Thompson, the former executive VP of technology solutions
at Inovant, ran the Visa subsidiary responsible for executing
Visa credit card transactions worldwide. The VisaNet sys-
tem was strictly based on IBM mainframes.

In February 2005, Thompson became chief technology
officer at the eBay payments company, PayPal, where he con-
fronted a young Internet organization building its entire
transaction processing infrastructure on open-source Linux
and low-cost servers. Hmmmm, he thought at the time. “I
came from Visa, where I had responsibility for VisaNet. It was
a fabulous processing system, very big and very global. I was
intrigued by PayPal. How would you use Linux for processing
payments and never be wrong, never lose messages, never fall
behind the pace of transactions?” he wondered.



He now supervises the PayPal electronic payment
processing system, which is smaller than VisaNet in volume
and total dollar value of transactions, but it’s growing fast. It
is currently processing $1,571 worth of transactions per sec-
ond in 17 different currencies. In 2006, the online payments
firm, which started out over a bakery in Palo Alto, processed
a total of $37.6 billion in transactions. It’s headed toward
$50 billion very soon.

Now located in San Jose, PayPal grants its consumer
members options in payment methods: credit cards, debit
cards, or directly from a bank account. It has 165 million ac-
count holders worldwide, and it has recently added such
businesses as Northwest Airlines, Southwest Airlines, U.S.
Airways, and Overstock.com, which now permit PayPal pay-
ments on their Web sites.

Thompson supervises a payment system that operates on
about 4,000 servers running Red Hat Linux in the same
manner that eBay and Google conduct their business on top
of a grid of Linux servers. “I have been pleasantly surprised
at how much we’ve been able to do with this approach. It
operates like a mainframe,” he says.

As PayPal grows, it’s much easier to grow the grid with
Intel-based servers than it would be to upgrade a mainframe,

1. Applications for grid computing in this case include
medical diagnosis and financial transaction processing.
What other areas do you think would be well suited to
the use of grid computing and why? Provide several ex-
amples from organizations other than those included in
the case.

2. The joint effort by IBM and the Cancer Institute of
New Jersey works by digitalizing medical diagnoses on
the World Community Grid (WCG). What are the ad-
vantages and disadvantages of relying on a volunteer-
based network such as this? Provide examples of both.
Visit the Web site of the WCG to inform your answer.

3. IBM, Wachovia, and PayPal are arguably large organi-
zations. However, several vendors have started offering
computing power for rent to smaller companies, using
the principles underlying grid computing. How could
small and medium companies benefit from these tech-
nologies? Search the Internet for these offerings to help
you research your answer.
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according to Thompson. “The cost to increase capacity a
planned 15 or 20 percent in a mainframe environment is
enormous. It could be in the tens of millions to do a step
increase. In PayPal’s world, we add hundreds of servers in
the course of a couple of nights and the cost is in the thou-
sands, not millions.”

PayPal takes Red Hat Enterprise Linux and strips out
all features unnecessary to its business, and then adds pro-
prietary extensions around security. Another virtue of the
grid is that PayPal’s 800 engineers can all get a copy of
that customized system on their development desktops,
run tests on their raw software as they work, and develop
to PayPal’s needs faster because they’re working in the
target environment. That’s harder to do when the core of
the data center consists of large boxes or mainframes. It’s
not cheap in either case to install duplicates for developers,
says Thompson.

Source: Adapted from Sharon Gaudin, “IBM Uses Grid to Advance
Cancer Diagnosis and Treatment,” Computerworld, January 28, 2008;
Patrick Thibodeau, “Wachovia Uses Grid Technology to Speed Up
Transaction Apps,” Computerworld, May 15, 2006; and Charles Babcock,
“PayPal Says Linux Grid Can Replace Mainframes,” InformationWeek,
November 28, 2007.

—1

1. Grid computing technology is becoming increasingly
popular and has recently received support from giants
such as IBM, Sun, and Oracle. Visit their Web sites
(www.ibm.com, www.sun.com, and www.oracle.com)
and review their current offerings in this regard. How
do their products compare to each other? Prepare a
presentation to share your findings with the class.

2. One of the main benefits of grid computing arises from
the possibility of replacing expensive hardware, such as
mainframes or supercomputers, with commodity-priced
servers and even personal computers. What about the
cost of administering so many different servers and the
power consumption associated with them? Go online to
search for information that would allow you to compare
grid computing to more traditional, mainframe-based
alternatives. Write a report to present your findings.
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Apple, Microsoft, IBM, and Others:
The Touch Screen Comes of Age

he WIMP human—computer interface may have an

uninspiring name, but Windows, Icons, Menus, and

Pointing (WIMP) devices have dominated comput-

ing for some 15 years. The keyboard, mouse, and
display screen have served users extraordinarily well.

Now the hegemony of WIMP may be coming to an end,
say developers of technologies based on human touch and
gesture. For evidence, look no further than Apple’s iPhone.
From a human-interface point of view, the combined display
and input capabilities of the iPhone’s screen, which can be
manipulated by multiple fingers in a variety of intuitive
touches and gestures, is nothing short of revolutionary.

The iPhone isn’t the only commercial device to take the
human-computer interface to a new level. The Microsoft
Surface computer puts input and output devices in a large
tabletop device that can accommodate touches and gestures
and even recognize physical objects laid on it. In addition,
the DiamondTouch Table from Mitsubishi is a touch- and
gesture-activated display that supports small-group collabo-
ration. It can even tell who is touching it.

These devices point the way toward an upcoming era of
more natural and intuitive interaction between human and
machine. Robert Jacob, a computer science professor at
Tufts University, says touch is just one component of a
booming field of research on post-WIMP interfaces, a broad
coalition of technologies he calls reality-based interaction.

Those technologies include virtual reality, context-
aware computing, perceptual and affective computing, and
tangible interaction, in which physical objects are recog-
nized directly by a computer.

“What's similar about all these interfaces is that they are
more like the real world, Jacob says.

For example, the iPhone “uses gestures you know how
to do right away, such as touching two fingers to an image or
application, then pulling them apart to zoom in or pinching
them together to zoom out.” These actions have also found
their way into the iPod Touch and the track pad of the new
MacBook Air. “Just think of the brain cells you don’t have to
devote to remembering the syntax of the user interface! You
can devote those brain cells to the job you are trying to do.”
In particular, he says, the ability of the iPhone to handle
multiple touches at once is a huge leap past the single-touch
technology that dominates in traditional touch applications
such as ATMs.

Although they have not gotten much traction in the
marketplace yet, advanced touch technologies from IBM
may point a way to the future. In its Everywhere Displays
Project, IBM mounts projectors in one or more parts of an
ordinary room and projects images of touch screens onto or-
dinary surfaces, such as tables, walls, or the floor. Video
cameras capture images of users touching various parts of
the surfaces and send that information for interpretation by
a computer. The touch screens contain no electronics—

indeed, no computer parts at all—so they can be easily
moved and reconfigured.

A variation on that concept has been deployed by a wine
store in Germany, says Claudio Pinhanez at IBM Research.
The METRO Future Store in Rheinberg has a kiosk that
enables customers to get information about the wines the
store stocks. “But the store’s inventory was so vast customers
often had trouble finding the particular wine they wanted on
the shelf. They often ended up buying a low-margin wine in
a nearby bin of sales specials, “ Pinhanez says. Now the kiosk
contains a “show me” button that, when pressed, shines a
spotlight on the floor in front of the chosen item.

IBM is also working on a prototype system for grocery
stores that might, for example, illuminate a circle on the
floor that asks, Do you want to take the first steps toward
more fiber in your diet? If the customer touches “yes” with
his foot, the system projects footsteps to the appropriate
products, such as high-fiber cereal. “Then you could make
the cereal box itself interactive,” says Pinhanez. “You touch
it, and the system would project information about that box
on a panel above the shelf.” Asked if interactive cereal
boxes might be a solution in search of a problem, Pinhanez
says, “The point is, with projection and camera technology
you can transform any everyday object into a touch screen.”
He says alternatives that are often discussed (e.g., a store
system that talks to customers through their handheld de-
vices) are hard to implement because of a lack of standards
for the technology.

Microsoft is working with several commercial partners,
including Starwood Hotels & Resorts, which owns the pres-
tigious Sheraton, W, Westin, and Méridien brands, among
others, to introduce Surface. It will initially target leisure,
entertainment, and retail applications, says Mark Bolger, di-
rector of marketing for Surface Computing. For example, he
says, one could imagine a hotel guest using a virtual con-
cierge in a Surface computer in the lobby to manipulate
maps, photos, restaurant menus, and theater information.

Some researchers say that a logical extension of touch
technology is gesture recognition, by which a system recog-
nizes hand or finger movements across a screen or close to it
without requiring an actual touch. “Our technology is half-
way there,” IBM’s Pinhanez says, “because we recognize the
gesture of touching rather than the occlusion of a particular
area. You can go over buttons without triggering them.”

Patrick Baudisch at Microsoft Research says the Microsoft
prototypes can already act on finger gestures, with the system
recognizing finger motions, as well as positions, and under-
standing the meaning of different numbers of fingers. For ex-
ample, the motion of one finger is seen as equivalent to a
mouse movement, a finger touch is interpreted as a click, and
two fingers touching and moving is seen as a scroll command.

Touch technology in its many variations is an idea whose
time has come. “It’s been around a long time, but traditionally



in niche markets. The technology was more expensive, and
there were ergonomic problems,” he says. “But it’s all kind
of coming together right now.” The rise of mobile devices is
a big catalyst, because the devices are getting smaller and
their screens are getting bigger. When a screen covers the
entire device, there is no room for conventional buttons,
which makes it necessary to have other types of interaction
(e.g., voice).

Of course, researchers and inventors have envisioned
even larger touch displays, including whole interactive walls.
A quick YouTube search for “multitouch wall” shows that a
number of these fascinating devices have reached the proto-
type stage, causing multitudes at technology conferences to
be entranced. Experts predict, however, that this is just the
beginning.

Pradeep Khosla, professor of electrical and computer
engineering and robotics at Carnegie Mellon University in
Pittsburgh, says touch technology will proliferate, but not by
itself. “When we talk face to face, I make eye gestures, face
gestures, hand gestures, and somehow you interpret them all
to understand what I am saying. I think that’s where we are
headed,” he says. “There is room for all these things, and
multimodal gestures will be the future.”

Bill Buxton, a researcher at Microsoft, also anticipates
a fusion of different interaction technologies. “Touch
now may be where the mouse was in about 1983,” Buxton
says. “People now understand there is something inter-
esting here that’s different. But I don’t think we yet know
what that difference could lead to. Until just one or two
years ago there was a real separation between input devices

1. What benefits may Starwood Hotels derive from the
introduction of touch-screen technology as noted in the
case? What possible disruptions may occur as a result.
Provide several examples of each.

2. Bill Buxton of Microsoft stated that “[tJouch now may
be where the mouse was in about 1983.” What do you
make of his comments, and what do you think it would
take for touch technology to displace the WIMP inter-
face? Justify your answer.

3. Is advanced touch-screen technology really a solution in
search of a problem? Do you agree with this statement?
Why or why not?
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and output devices. A display was a display and a mouse
was a mouse.”

“There’s been this notion that less is more—you try to
get less and less stuff to reduce complexity,” he says. “But
there’s this other view that more is actually less—more of
the right stuff in the right place, and complexity disappears.”
In the office of the future, Buxton predicts, desktop comput-
ers might be much the same as they are today. “But you can
just throw stuff, with the mouse or a gesture, up onto a wall
or whiteboard and then work with it with your hands by
touch and gesture standing up. Then you’ll just pull things
into your mobile and have this surface in your hand. The
mobile, the wall, the desktop—they are all suitable for
different purposes.”

Wil that be the end of the WIMP interface? Tufts Uni-
versity’s Jacob advises users not to discard their keyboards
and mice anytime soon. “They really are extremely good,”
he says. “WIMP almost completely dislodged the command-
line interface. The WIMP interface was such a good inven-
tion that people just kind of stopped there, but I can’t believe
it’s the end of the road forever.”

Buxton agrees. “WIMP is the standard interface going
back 20-plus years, and all the applications have been built
around that,” he says. “The challenge is, without throwing the
baby out with the bath, how do we reap the benefits of these
new approaches while preserving the best parts of the things
that exist?”

Source: Adapted from Gary Anthes, “Give Your Computer the Finger:
Touch-Screen Tech Comes of Age,” Computerworld, February 1, 2008.

—1

1. Most of the fame attached to the iPhone has resulted
from individual, end-user applications. How could
companies use the iPhone as a platform for commercial
use? Break into small groups and brainstorm some pos-
sible uses of the technology, as well as what benefits or-
ganizations can derive from them. Then prepare a
presentation to share your ideas with the class.

2. Information technology advances rapidly, and touch
screen is no exception. Go online and search for devel-
opments more recent than those mentioned in the case.
What new large-scale (i.e., wall-sized) applications
could you find? Prepare a report comparing new devel-
opments with the examples mentioned here.
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. Describe several important trends occurring in

computer software.

. Give examples of several major types of applica-

tion and system software.

. Explain the purpose of several popular software

packages for end-user productivity and collabora-
tive computing.

. Define and describe the functions of an operating

system.

. Describe the main uses of computer programming

software, tools, and languages.

. Describe the issues associated with open-source

software.
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Introduction
to Software

What Is Software?

Types of Software

Application Software
for End Users

Application Software: End-User
Applications

"This chapter provides an overview of the major types of software you depend on as you
work with computers and access computer networks. It discusses their characteristics
and purposes and gives examples of their uses. Before we begin, let’s look at an example
of the changing world of software in business.

Read the Real World Case discussing some innovative and successful implementa-
tions of Software-as-a-Service (SaaS). We can learn a lot about the promise of this
approach to technology use from this example. See Figure 4.1.

"To tully appreciate the need for and value of the wide variety of software available, we
should be sure we understand what software is. Software is the general term for vari-
ous kinds of programs used to operate and manipulate computers and their peripheral
devices. One common way of describing hardware and software is to say that software
can be thought of as the variable part of a computer and hardware as the invariable
part. There are many types and categories of software. We will focus our attention on
the different types of software and its uses in this chapter.

Let’s begin our analysis of software by looking at an overview of the major types and
functions of application software and system software available to computer users,
shown in Figure 4.2. This figure summarizes the major categories of system and ap-
plication software we will discuss in this chapter. Of course, this figure is a conceptual
illustration. The types of software you will encounter depend primarily on the types of
computers and networks you use and on the specific tasks you want to accomplish. We
will discuss application software in this section and the major types of system software
in Section IL.

Figure 4.2 shows that application software includes a variety of programs that can
be subdivided into general-purpose and function-specific application categories.
General-purpose application programs are programs that perform common infor-
mation processing jobs for end users. For example, word processing, spreadsheet,
database management, and graphics programs are popular with microcomputer
users for home, education, business, scientific, and many other purposes. Because
they significantly increase the productivity of end users, they are sometimes known
as productivity packages. Other examples include Web browsers, e-mail, and group-
ware, which help support communication and collaboration among workgroups
and teams.

An additional common way of classifying software is based on how the software
was developed. Custom software is the term used to identify software applications that
are developed within an organization for use by that organization. In other words, the
organization that writes the program code is also the organization that uses the final
software application. In contrast, COTS software (an acronym that stands for commer-
cial off-the-shelf) is developed with the intention of selling the software in multiple
copies (and usually for a profit). In this case, the organization that writes the software
is not the intended target audience for its use.

Several characteristics are important when describing COTS software. First,
as stated in our definition, COTS software products are sold in many copies with
minimal changes beyond scheduled upgrade releases. Purchasers of COTS software
generally have no control over the specification, schedule, evolution, or access to
either the source code or the internal documentation. A COTS product is sold, leased,
or licensed to the general public, but in virtually all cases, the vendor of the product
retains the intellectual property rights of the software. Custom software, in contrast,
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GE, H.B. Fuller Co., and Others:
Successful Implementations of

Software-as-a-Service

eneral Electric’s supply chain is not simply enor-

mous. It’s a Byzantine web of sourcing partners,

touching all corners of the globe: 500,000 suppli-
ers in more than 100 countries that cut across 14 different
languages. Each year, GE spends some $55 billion among its
vast supplier base.

Long-time GE CIO Gary Reiner knows this problem all
too well, since, among his other duties, he is responsible for
how the $173 billion conglomerate spends that $55 billion,
utilizing GE’s Six Sigma practices and taking advantage of its
hefty purchasing power. GE, for instance, buys $150 million
in desktops and laptops each year from a single supplier,
Dell—“at a very low price,” says Reiner.

For years, GE’s Global Procurement Group faced a chal-
lenging reality: trying to accurately track and make sense of all
of the supply chain interactions with half a million suppliers—
contracts, compliance initiatives, certifications, and other criti-
cal data, which needed to be centrally stored, managed, and
made accessible to thousands across the globe. GE was using
what it called a Global Supplier Library, a homegrown system
that, Reiner says, had a “rudimentary capability.” Reiner and
his staff knew that GE needed something better, but they

FIGURE 4.1

‘—

Source: © Ryan McVay/Getty Images.

didn’t want to build it. They wanted a supplier information
system that was easy to use and install, could unite GE’s sourc-
ing empire into one central repository, had multilanguage ca-
pabilities, and also offered self-service functionality so that
each of its suppliers could manage its own data.

The destination was obvious: To achieve one common
view of its supplier base, and one version of the truth in all
that data, a goal that torments nearly every company today.
But to get there, Reiner and his I'T and procurement teams
took a different route. In 2008, GE bought the application of
a little-known Software-as-a-Service (SaaS) vendor that would
ultimately become the largest SaaS deployment to date.

“When we judge a solution, we are indifferent to whether
it’s hosted by a supplier or by us,” Reiner says. “We look for
the functionality of the solution and at the price.” And that,
he claims, has been the way they’ve always operated. Reiner
says that his group doesn’t see a big difference in cost and in
capabilities between on-premise and SaaS products. “And let
me emphasize,” he adds, “we don’t see a big difference in cost
either from the point of view of the ongoing operating costs,
or the transition costs.” Furthermore, when looking at imple-
mentation costs, “they’re largely around interfacing with ex-
isting systems, process changes and data cleansing,” he says.
“Those three costs exist regardless of whether GE hosts that
application or whether the supplier hosts that application.”

The Aravo technology platform was untested at GE’s
level of requirements and, with just 20 or so customers,
coupled with the sheer scale of GE’s needs, did not really
concern Reiner. “We could have been concerned about
that,” he concedes. “But that would have also been a con-
cern if we had hosted the software on our own servers. We
knew Aravo could handle it.” Plus, Reiner says that no
other supply chain vendor offered the type of functionality
that Aravo’s Supplier Information Management (SIM)
product offered, and Reiner and his team reasoned that it
was much cheaper to buy than build. “We’d much rather
work with them,” he says, “than build it on our own.” One
GE sourcing manager told Aravo that GE’s ROI on the
project is not just positive, “it’s massively positive.”

“They’re using Saa$ for 100,000 users and 500,000 suppli-
ers in six languages: that’s a major technology deployment
shift,” says Mickey North Rizza, research director at AMR
Research. She says that the sheer volume of transactions,
combined with the fact that GE supply chain and procure-
ment employees around the world can now access the same
sourcing partner information, all from the same central spot,
is significant not only for the supply chain management space
but also for the SaaS and cloud computing world. “Finally we
have a very large company tackling the data transparency issue
by using a SaaS product,” North Rizza says. “It’s a huge deal.”

So far, the thorny issue of data quality in GE’ supplier data
has been improved, because suppliers now use the self-service
capabilities in the SaaS system to manage their own data.
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GE has 327,000 employees worldwide, and its sourcing sys-
tems have more than 100,000 users. There is still more work to
do to the SIM platform—for example, GE sourcing employees
will add more workflows and new queries to the system; more
languages might be added as well (six are operational now).

Reiner says that GE is committed to working with Aravo
for the long term and that the system has performed well so
far. And Saa$, as an application delivery mechanism, appears
to have a bright future at GE.

When Steven John took over as CIO at specialty chemi-
cal manufacturer H.B. Fuller Co., he inherited a North
American payroll system implementation that was expensive
and going nowhere. The business units hadn’t participated in
the technology decision, and the project was bogged down
with customization issues and other concerns. John chose to
relinquish control of payroll software and switched to SaaS.

“I wanted to do an implementation that was simple and
straightforward—to configure but not customize—and see the
benefits of a standard, global platform,” John says. “This was a
way to teach, save money and outsource a noncore system.”
Giving up control was an easy trade-off compared with the
headaches he would face trying to fix the existing software.

“You’re getting a lot more innovation,” says Ray Wang,
an analyst at Forrester Research Inc. “The products are a lot
more configurable than what most people have in their own
applications. You can change fields, rename things, and move
attributes and workflows. So there’s a good level of control
there.”

What'’s more, the configuration choices are more refined
and well thought out, giving users a few good choices instead
of myriad options. John found that configuration rather than
customization allows H.B. Fuller to maintain its “lean core.” “I
believe that more standardization leads to more agility,” John
says. “Saa$S allows us to say, “This is good enough . . . for what
we need.” So you don’t end up with these horrible situations
where you have these highly customized systems. We go with
configuration option A, B or C. If one of those three doesn’t
meet our need, we can try to influence the next release. But in
most cases, A, B or C is going to meet the need.”

At H.B. Fuller, the move to SaaS for human resources
tools allowed the company to empower its people. “I can do

1. What factors should companies take into consideration
when making the decision between developing their
own applications, purchasing them from a vendor, or
taking the SaaS route, as discussed here? Make a list of
factors and discuss their importance to this decision.

2. What risks did GE take on when they contracted with a
small and less experienced vendor? What contingencies
could have been put in place to prevent any problems
from arising? Provide several examples.

3. What should companies do if none of the “configuration
options” perfectly fits with their needs? Should they
attempt to customize, or select the least-worst
alternative? When would they do each?

a reorganization and have it reflected within minutes, and I
don’t have to call someone in HR to update everything,”
John says. “I can also pull up other people’s organization
charts and see where they are and what they’re doing and
better understand the organization.”

When it comes to managing SaaS, neither the IT
department nor the business unit using the software should
be eager to relinquish control. “The buying decisions are
shifting from IT to the business leaders,” who often opt to
charge the software as an expense rather than wait for ap-
proval through the capital budget committee, Wang says.
Still, he adds, “it’s very important to engage I'T in these SaaS
decisions because there are overall IT architectures and
blueprints to consider.” It becomes very costly when applica-
tions don’t integrate or interoperate well with one another.

“It’s good to at least have some parameters and policies
in place so that people understand what type of apps will
work better within the environment, what will be cheaper to
share information and data with,” says Wang.

One of the problems with SaaS is that if your vendor
were to go bankrupt, everything would shut down. You don’t
own the software. It’s on lease. The question is, what do you
own? If the vendor doesn’t have a separate on-premises
deployment option, “you need the ability to take out trans-
actional data, master file information, any kind of migration
programs, just in case, so you can convert it to an on-
premises alternative if they were to go down,” Wang says.

In the long term, Wang envisions an I'T culture where
software as a service is commonplace. “We may live in a
world where everything is provisioned. All our applications
don’t stay on premises, and business leaders are out procur-
ing applications,” he says. “I'T teams are testing them to
make sure they work well in the environment and there are
no bugs or viruses and things integrate well, and basically
the I'T staff will spend a lot of time provisioning services and
implementing, integrating, doing installs. That’s where we
envision the market in 2020.”

Source: Adapted from Thomas Wailgum, “GE CIO Gets His Head in the
Cloud for New SaaS Supply Chain App,” CIO Magazine, January 22, 2009;
and Stacy Collett, “SaaS Puts Focus on Functionality,” Computerworld,
March 23, 2009.
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1. The case mentions that GE’s implementation of SaaS
was, at the time, the largest rollout of the technology
in the world. What other companies have started using
SaaS$ extensively since? Go online and research recent
implementations. How are those different from GE’s
experience? Prepare a report to share your findings.

2. By implementing systems based on Saa$, companies are
relinquishing control over ownership of the technology
and are putting access to valuable data in the hands of a
third party. What are the perils of taking this approach?
How could companies guard against them? Break into
small groups to discuss these issues and provide some
suggestions and recommendations.
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FIGURE 4.2  An overview of computer software. Note the major types and examples of application and

system software.
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is generally owned by the organization that developed it (or that paid to have it
developed), and the specifications, functionality, and ownership of the final product
are controlled or retained by the developing organization.

The newest innovation in software development is called open-source software.
In this approach, developers collaborate on the development of an application using
programming standards that allow for anyone to contribute to the software. Further-
more, as each developer completes his or her project, the code for the application
becomes available and free to anyone else who wishes to use it. We will discuss this
new approach to software development in greater detail in Section II of this chapter.

Germany-based SAP AG is tackling business processes in a novel way with the
newest version of its Business Suite, which embeds analytics acquired from Busi-
ness Objects SA and introduces industry-specific “value scenarios.” Version 7.0 of
SAP Business Suite, a library of business processes, adds industry best practices
through more than 30 modular value scenarios—like Superior Customer Value,
Product Lifecycle Management (PLM)—designed to cross traditional organiza-
tional boundaries.

These “pre-defined end-to-end business processes” are intended to be imple-
mented in small steps by organizations as they need it, says Jim Hagemann Snabe,
SAP executive board member. The value scenarios basically illustrate interrela-
tionships between SAP product capabilities using graphical guides and business
terms, not feature and function lists. The customer can also see the impact on the
associated systems, and ultimately, the specific SAP modules that would need to
be activated.
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Business
Application
Software

Ray Wang, vice president at Cambridge, Massachusetts-based Forrester
Research Inc., says customers will find the value scenarios “compelling as
they align with the key business drivers users face.” But as with all best practices,
Wang notes that “SAP will need to make it easy for customers to modify those
scenarios, reduce the overall cost of owning SAP, and provide more frequent
levels of innovation.”

One customer, Colgate-Palmolive Co., has large implementations in CRM and
PLM that would benefit from the new capabilities of version 7.0, says the company’s
senior vice president of I'T and business services, Ed Toben. “Particularly when you
look at PLM, which is newer, the processes and the enhancement pack concept of
turning on pieces should make us move faster,” says Toben.

Another customer, pharmaceutical company Roche, requires the flexibility and
ability to scale as the business changes in order to remain current, says chief informa-
tion officer Jennifer Allerton. “IT investments . . . have got to make sense in their
own right,” she says. “And, the pharmaceuticals business is one where you invest for
the long term and when you make investments about I'T packages, you’re not going
to change your mind the next day about them.”

IBM Corp., also a customer, is focused on a number of transformation pro-
grams, including the area of operational efficiency, says Jeannette Horan, vice
president of enterprise business transformation with the office of the chief infor-
mation officer at IBM. To that end, the company’s strategy, says Horan, is to glo-
bally integrate the enterprise through common processes, using the Business Suite,
she says, to “mix and match components of the business to go to market in new and
interesting ways.”

But while companies are taking a hard look at spending and reviewing projects,
“that does not mean . . . that companies do not spend, they just spend very smartly
and very wisely,” says Léo Apotheker, co-CEO of SAP AG. There is a need, says
Apotheker, “to provide better and faster insight, a higher level of efficiency, a need to
introduce a whole new degree of flexibility in the way we do business.”

Source: Adapted from Kathleen Lau, “Industry ‘Value Scenarios’ in SAP Business Suite 7,” Computerworld Canada,
February 12, 2009.

Thousands of function-specific application software packages are available to support
specific applications of end users in business and other fields. For example, business ap-
plication software supports the reengineering and automation of business processes with
strategic e-business applications like customer relationship management, enterprise re-
source planning, and supply chain management. Other examples are software packages
that Web-enable electronic commerce applications or apply to the functional areas of
business like human resource management and accounting and finance. Still other soft-
ware empowers managers and business professionals with decision support tools like
data mining, enterprise information portals, or knowledge management systems.

We will discuss these applications in upcoming chapters that go into more detail
about these business software tools and applications. For example, data warehousing
and data mining are discussed in Chapters 5 and 10; accounting, marketing, manufac-
turing, human resource management, and financial management applications are cov-
ered in Chapters 7 and 8. Customer relationship management, enterprise resource
planning, and supply chain management are also covered in Chapter 8. Electronic
commerce is the focus of Chapter 9, and decision support and data analysis applica-
tions are explored in Chapter 10. Figure 4.3 illustrates some of the many types of
business application software that are available today. These particular applications
are integrated in the Oracle E-Business Suite software product of Oracle Corp.
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FIGURE 4.3  The business applications in Oracle’s E-Business Suite software illustrate some of the many types of
business application software being used today.

/ ORACLE E-BUSINESS SUITE \

Advanced Planning Business Intelligence Contracts
e-Commerce Enterprise Asset Management Exchanges
Financials Human Resources Interaction Center
Manufacturing Marketing Order Fulfillment
Procurement Product Development Professional Services Automation
Projects Sales Service
Training Treasury

L /

Source: Adapted from Oracle Corp., “E-Business Suite: Manage by Fact with Complete Automation and Complete Information,”
Oracle.com, 2002.

Software Let’s begin our discussion of popular general-purpose application software by look-
Sui d ing at software suites. The most widely used productivity packages come bundled

uites an together as software suites, such as Microsoft Office, Lotus SmartSuite, Corel
I nteg rated WordPerfect Office, Sun’s StarOffice, and their open-source product, OpenOffice.
Pack ages Examining their components gives us an overview of the important software tools

that you can use to increase your productivity.

Figure 4.4 compares the basic programs that make up the top four software suites.
Notice that each suite integrates software packages for word processing, spreadsheets,
presentation graphics, database management, and personal information management.
Microsoft, Lotus, Corel, and Sun bundle several other programs in each suite, depend-
ing on the version you select. Examples include programs for Internet access, e-mail,
Web publishing, desktop publishing, voice recognition, financial management, and
electronic encyclopedias.

A software suite costs a lot less than the total cost of buying its individual packages
separately. Another advantage is that all programs use a similar graphical user interface
(GU]) of icons, tool and status bars, menus, and so on, which gives them the same look
and feel and makes them easier to learn and use. Software suites also share common tools
such as spell checkers and help wizards to increase their efficiency. Another big advantage
of suites is that their programs are designed to work together seamlessly and import each
other’s files easily, no matter which program you are using at the time. These capabilities
make them more efficient and easier to use than a variety of individual package versions.

FIGURE 4.4 The basic program components of the top four software suites. Other programs may be included,
depending on the suite edition selected.

Corel WordPerfect Sun Open
Programs Microsoft Office Lotus SmartSuite Office Office
Word Processor Word WordPro WordPerfect Writer
Spreadsheet Excel 1-2-3 Quattro Pro Cale
Presentation Graphics PowerPoint Freelance Presentations Impress
Database Manager Access Approach Paradox Base
Personal Information Outlook Organizer Corel Central Schedule
Manager
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Web Browsers
and More

FIGURE 4.5

Using the Microsoft
Internet Explorer browser
to access Google and other
search engines on the
Netscape.com Web site.

Of course, putting so many programs and features together in one supersize pack-
age does have some disadvantages. Industry critics argue that many software suite
features are never used by most end users. The suites take up a lot of disk space (often
upward of 250 megabytes), depending on which version or functions you install. Be-
cause of their size, software suites are sometimes derisively called bloarware by their
critics. The cost of suites can vary from as low as $100 for a competitive upgrade to
more than $700 for a full version of some editions of the suites.

These drawbacks are one reason for the continued use of integrated packages like
Microsoft Works, Lotus eSuite WorkPlace, and AppleWorks. Integrated packages
combine some of the functions of several programs—word processing, spreadsheets,
presentation graphics, database management, and so on—into one software package.

Because integrated packages leave out many features and functions that are in in-
dividual packages and software suites, they are considered less powerful. Their limited
functionality, however, requires a lot less disk space (often less than 10 megabytes),
costs less than $100, and is frequently preinstalled on many low-end microcomputer
systems. Integrated packages offer enough functions and features for many computer
users while providing some of the advantages of software suites in a smaller package.

The most important software component for many computer users today is the once
simple and limited, but now powerful and feature-rich, Web browser. Browsers such as
Microsoft Explorer, Netscape Navigator, Mozilla Firefox, and Opera are software appli-
cations designed to support navigation through the point-and-click hyperlinked resources
of the World Wide Web and the rest of the Internet, as well as corporate intranets and
extranets. Once limited to surfing the Web, browsers are becoming the universal software
platform from which end users launch information searches, e-mail, multimedia file
transfers, discussion groups, and many other Internet-based applications.

Figure 4.5 illustrates the use of the Microsoft Internet Explorer browser to access
search engines on the Netscape.com Web site. Netscape uses top-rated Google as its
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default search engine but also provides links to other popular search tools including
Ask Jeeves, Look Smart, Lycos, and Overture. Using search engines to find informa-
tion has become an indispensable part of business and personal Internet, intranet, and
extranet applications.

Industry experts predict the Web browser will be the model for how most people
use networked computers in the future. Even today, whether you want to watch a
video, make a phone call, download some software, hold a videoconference, check
your e-mail, or work on a spreadsheet of your team’s business plan, you can use your
browser to launch and host such applications. That’s why browsers are sometimes
called the universal client, that is, the software component installed on all of the net-
worked computing and communications devices of the clients (users) throughout an
enterprise. As an aside, this entire book was revised and edited in a browser-based
authoring program called PowerXEditor (we will learn more about PowerXEditor
later in this chapter).

The first thing many people do at work, all over the world, is check their electronic
mail. E-mail has changed the way people work and communicate. Millions of end users
now depend on e-mail software to communicate with one another by sending and re-
ceiving electronic messages and file attachments via the Internet or their organiza-
tions’ intranets or extranets. E-mail is stored on networked mail servers until you are
ready. Whenever you want to, you can read your e-mail by displaying it on your work-
station. So, with only a few minutes of effort (and a few microseconds of transmission
time), a message to one or many individuals can be composed, sent, and received.

As we mentioned previously, e-mail software is now a mainstay component of
top software suites and Web browsers. Free e-mail packages such as Microsoft
HotMail, Yahoo! Mail, and Netscape WebMail are available to Internet users from
online services and Internet service providers. Most e-mail software like Microsoft
Outlook Express, Windows Mail, or Netscape Messenger can route messages to
multiple end users based on predefined mailing lists and provide password security,
automatic message forwarding, and remote user access. They also allow you to
store messages in folders and make it easy to add documents and Web file attach-
ments to e-mail messages. E-mail packages enable you to edit and send graphics
and multimedia files, as well as text, and provide computer conferencing capabilities.
In addition, your e-mail software may automatically filter and sort incoming mes-
sages (even news items from online services) and route them to appropriate user
mailboxes and folders. Finally, many e-mail clients also include calendaring and
contact management functions.

Instant messaging (IM) is an e-mail/computer-conferencing hybrid technology
that has grown so rapidly that it has become a standard method of electronic messaging
for millions of Internet users worldwide. By using instant messaging, groups of busi-
ness professionals or friends and associates can send and receive electronic messages
instantly and thus communicate and collaborate in real time in a near-conversational
mode. Messages pop up instantly in an IM window on the computer screens of every-
one in your business workgroup or friends on your IM “buddy list,” as long as they
are online, no matter what other tasks they are working on at that moment. Instant
messaging software can be downloaded and IM services implemented by subscribing
to many popular IM systems, including AOLs Instant Messenger and ICQ, MSN
Messenger, and Yahoo Messenger. See Figure 4.6.

A Weblog (usually shortened to blog or written as “Web log” or “weblog”) is a
Web site of personal or noncommercial origin that uses a dated log format updated
daily or very frequently with new information about a particular subject or range of
subjects. The information can be written by the site owner, gleaned from other Web
sites or other sources, or contributed by users via e-mail.

A Weblog often has the quality of being a kind of “log of our times” from a par-
ticular point of view. Generally, Weblogs are devoted to one or several subjects or
themes, usually of topical interest. In general, Weblogs can be thought of as developing



138 @ Module 11 / Information Technologies

FIGURE 4.6

Using the e-mail features
of the Yahoo! instant
messaging system.
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commentaries, individual or collective, on their particular themes. A Weblog may
consist of the recorded ideas of an individual (a sort of diary) or be a complex collabo-
ration open to anyone. Most of the latter are moderated discussions.

Because there are a number of variations on this idea and new variations can easily
be invented, the meaning of this term is apt to gather additional connotations with
time. As a formatting and content approach for a Web site, the Weblog seems popular
because the viewer knows that something changes every day, there is a personal (rather
than bland commercial) point of view, and, on some sites, there is an opportunity to
collaborate with or respond to the Web site and its participants.

Software for word processing has transformed the process of writing just about
anything. Word processing packages computerize the creation, editing, revision,
and printing of documents (e.g., letters, memos, reports) by electronically processing
text data (words, phrases, sentences, and paragraphs). Top word processing pack-
ages like Microsoft Word, Lotus WordPro, Corel WordPerfect, and OpenOffice
Writer can provide a wide variety of attractively printed documents with their
desktop publishing capabilities. These packages can also convert documents to
HTML format for publication as Web pages on corporate intranets or the World
Wide Web.

Word processing packages also provide other helpful features. For example, a spe//-
ing checker capability can identify and correct spelling errors, and a thesaurus feature
helps you find a better choice of words to express ideas. You can also identify and
correct grammar and punctuation errors, as well as suggest possible improvements in
your writing style, with grammar and style checker functions. In addition to converting
documents to HTML format, you can use the top packages to design and create Web
pages from scratch for an Internet or intranet Web site. See Figure 4.7.



FIGURE 4.7

Using the Microsoft Word
word processing package.
Note the insertion of a table
in the document.

Electronic
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End users and organizations can use desktop publishing (DTP) software to produce
their own printed materials that look professionally published. That is, they can design
and print their own newsletters, brochures, manuals, and books with several type styles,
graphics, photos, and colors on each page. Word processing packages and desktop pub-
lishing packages like Adobe InDesign, Microsoft Publisher, and QuarkXPress are used
for desktop publishing. Typically, text material and graphics can be generated by word
processing and graphics packages and imported as text and graphics files. Optical scan-
ners may be used to input text and graphics from printed material. You can also use files
of clip art, which are predrawn graphic illustrations provided by the software package or
available from other sources.

Spreadsheet packages like Lotus 1-2-3, Microsoft Excel, OpenOffice Calc, and Corel
QuattroPro are used by virtually every business for analysis, planning, and modeling.
They help you develop an electronic spreadsheet, which is a worksheet of rows and col-
umns that can be stored on your PC or on a network server, or converted to HTML
format and stored as a Web page or Web sheet on the World Wide Web. Developing
a spreadsheet involves designing its format and developing the relationships (formu-
las) that will be used in the worksheet. In response to your input, the computer per-
forms necessary calculations according to the formulas you defined in the spreadsheet
and displays the results immediately, whether on your workstation or Web site. Most
packages also help you develop charts and graphic displays of spreadsheet results. See
Figure 4.8.

For example, you could develop a spreadsheet to record and analyze past and
present advertising performance for a business. You could also develop hyperlinks to a
similar Web sheet on your marketing team’s intranet Web site. Now you have a deci-
sion support tool to help you answer what-if questions you may have about advertising.
For example, “What would happen to market share if advertising expenses were to
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FIGURE 4.8

Using an electronic
spreadsheet package,
Microsoft Excel. Note the
use of graphics.
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increase by 10 percent?” To answer this question, you would simply change the adver-
tising expense formula on the advertising performance worksheet you developed. The
computer would recalculate the affected figures, producing new market share figures
and graphics. You would then have better insight into the effect of advertising deci-
sions on market share. Then you could share this insight with a note on the Web sheet
on your team’s intranet Web site.

Presentation graphics software packages help you convert numeric data into graphics
displays such as line charts, bar graphs, pie charts, and many other types of graphics.
Most of the top packages also help you prepare multimedia presentations of graphics,
photos, animation, and video clips, including publishing to the World Wide Web. Not
only are graphics and multimedia displays easier to comprehend and communicate
than numeric data, but multiple-color and multiple-media displays can more easily
emphasize key points, strategic differences, and important trends in the data. Presen-
tation graphics have proved to be much more effective than tabular presentations of
numeric data for reporting and communicating in advertising media, management
reports, or other business presentations. See Figure 4.9.

Presentation graphics software packages like Microsoft PowerPoint, OpenOffice
Impress, Lotus Freelance, or Corel Presentations give you many easy-to-use capabili-
ties that encourage the use of graphics presentations. For example, most packages help
you design and manage computer-generated and orchestrated slide shows containing
many integrated graphics and multimedia displays. You can select from a variety of
predesigned templates of business presentations, prepare and edit the outline and notes
for a presentation, and manage the use of multimedia files of graphics, photos, sounds,
and video clips. Of course, the top packages help you tailor your graphics and multi-
media presentation for transfer in HTML format to Web sites on corporate intranets
or the World Wide Web.



FIGURE 4.9

Using the slide preview
feature of a presentation
graphics package, Microsoft
PowerPoint.

Personal
Information
Managers

Groupware
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Source: Courtesy of Microsoft®.

The personal information manager (PIM) is a popular software package for end-user
productivity and collaboration, as well as a popular application for personal digital assist-
ant (PDA) handheld devices. Various PIMs such as Lotus Organizer and Microsoft Out-
look help end users store, organize, and retrieve information about customers, clients,
and prospects or schedule and manage appointments, meetings, and tasks. A PIM pack-
age will organize data you enter and retrieve information in a variety of forms, depend-
ing on the style and structure of the PIM and the information you want. For example,
information can be retrieved as an electronic calendar or list of appointments, meetings,
or other things to do; as the timetable for a project; or as a display of key facts and finan-
cial data about customers, clients, or sales prospects. Most PIMs now include the ability
to access the World Wide Web and provide e-mail capability. Also, some PIMs use In-
ternet and e-mail features to support team collaboration by sharing information such as
contact lists, task lists, and schedules with other networked PIM users. See Figure 4.10.

Groupware is software that helps workgroups and teams collaborate to accomplish
group assignments. Groupware is a category of general-purpose application software
that combines a variety of software features and functions to facilitate collaboration.
For example, groupware products like Lotus Notes, Novell GroupWise, and Micro-
soft Exchange support collaboration through e-mail, discussion groups and data-
bases, scheduling, task management, data, audio and videoconferencing, and so on.

Groupware products rely on the Internet and corporate intranets and extranets to
make collaboration possible on a global scale by virtual teams located anywhere in the
world. For example, team members might use the Internet for global e-mail, project
discussion forums, and joint Web page development. Or they might use corporate
intranets to publish project news and progress reports and work jointly on documents
stored on Web servers. See Figure 4.11.

Collaborative capabilities are also being added to other software to give it groupware-
like features. For example, in the Microsoft Office software suite, Microsoft Word
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FIGURE 4.10

Using a personal
information manager
(PIM): Microsoft Outlook.
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FIGURE 4.11

Lotus Sametime enables
workgroups and project
teams to share spreadsheets

and other work documents
in an interactive online

collaboration process.
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keeps track of who made revisions to each document, Excel tracks all changes made to
a spreadsheet, and Outlook lets you keep track of tasks you delegate to other team
members. Recently, the Microsoft Office suite has included functions that allow
multiple people to work on and edit the same document at the same time. Using this
feature, any changes made by one team member will become visible to all team mem-
bers as they are being made.

Two recent additions to the collaborative software marketplace are Microsoft’s
Windows SharePoint Services and IBM’s WebSphere. Both products allow teams to
create sophisticated Web sites for information sharing and document collaboration
quickly. Furthermore, businesses can use these products as a platform for application
development to facilitate the efficient creation of Web-based business portals and
transaction processing applications. Web sites built with collaborative development
tools can integrate a wide variety of individual applications that can help increase both
individual and team productivity.

Many businesses are finding alternatives to acquiring, installing, and maintaining busi-
ness application software purchased from software vendors or developing and main-
taining their own software in-house with their own software developer employees. For
example, as we will discuss further in Chapter 14, many large companies are outsourc-
ing the development and maintenance of software they need to contract programming
firms and other software development companies, including the use of offshore soft-
ware developers in foreign countries, and employing the Internet to communicate,
collaborate, and manage their software development projects.

A large and fast-growing number of companies are turning to application service
providers (ASPs), instead of developing or purchasing the application software they
need to run their businesses. Application service providers are companies that own,
operate, and maintain application software and the computer system resources (servers,
system software, networks, and I'T personnel) required to offer the use of the application
software for a fee as a service over the Internet. The ASP can bill their customers on a
per-use basis or on a monthly or annual fee basis.

Businesses are using an ASP instead of owning and maintaining their own software
for many reasons. One of the biggest advantages is the low cost of initial investment,
and in many cases, the short time needed to get the Web-based application set up and
running. The ASP’s pay-as-you-go fee structure is usually significantly less expensive
than the cost of developing or purchasing, as well as running and maintaining, appli-
cation software. In addition, using an ASP eliminates or drastically reduces the need
for much of the I'T infrastructure (servers, system software, and I'T personnel) that
would be needed to acquire and support application software, including the continual
challenges of distributing and managing companywide software patches and upgrades.
Consequently, the use of ASPs by businesses and other organizations is expected to
accelerate in the coming years. See Figure 4.12.

Santa Clara, California-based security vendor McAfee Inc. released a software-as-a-
service Web security tool for protecting a distributed workforce from Web threats,
while rendering I'T departments fewer upfront costs in light of current budgetary
constraints.

Especially in tough economic times, a SaaS model of software delivery, like the
McAfee Web Protection Service, saves cash-strapped organizations money because
I'T staff don’t have to spend valuable time managing on-site equipment, says Mark
Campbell, senior product marketing manager with McAfee Inc. “They get the
advantages of having a tool that is always on, always up-to-date and with uptime
guarantees,” says Campbell. One challenge with on-premise tools, he continues, is
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FIGURE 4.12

Salesforce.com is a leading
application service provider
of Web-based sales manage-
ment and customer relation-
ship management services
to both large and small
businesses.

that when vendors issue a feature update, a period of time can elapse before the en-
hancements are up and running in the environment, says Campbell. That problem
goes away when the software is hosted centrally.

Features of the hosted security offering include reputation-based filtering, based
on McAfee’s reputation system TrustedSource, to block constantly morphing
threats. There’s flexible policy manager for setting policies for certain employee
groups like access to certain social networking sites by contract employees versus
executive management. Users have the ability to run reports and use dashboards to
reap insight into an organization’s Web usage. “Are employees spending all day on
Facebook and does this align with our appropriate usage of Web tools?” says Camp-
bell. Other features include malware protection, remote office and user support,
and transparent user authentication.

James Quin, senior research analyst with London, Ontario-based Info-Tech Research
Group Ltd., can’t yet say if McAfee’s SaaS offering will be cheaper in the long run given
monthly recurring costs for the service. That said, in this climate of eliminated capital
budgets, Quin says “a solution like this offers them value there.” Small organizations in
particular, says Quin, will benefit from not having to retain as much security expertise.

Offering a SaaS option for malware technology that is “pretty commoditized” is
certainly a move by McAfee to differentiate itself in a crowded space, says Quin.
“And it puts them out front first because they’re not going to be the last ones to offer
this kind of service,” he says.

Campbell thinks customers’ perception of hosted security products has changed
for the better, helped along by the successful adoption of hosted CRM tools like
salesforce.com. “More and more I'T departments are beginning to accept and really
realize the benefits of it,” says Campbell.

Source: Adapted from Kathleen Lau, “SaaS Web Security a Cheaper Option, McAfee Says,” CIO.com, April 30, 2009.
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One of the most recent advances in computing and software delivery is called cloud
computing. Cloud computing is a style of computing in which software and, in
some cases, virtualized hardware resources are provided as a service over the Inter-
net. Users need not have knowledge of, expertise in, or control over the technology
infrastructure “in the cloud” that supports them. The term cloud is used as a meta-
phor for the Internet, based on how the Internet is often depicted in computer
network diagrams.

The concept incorporates technology trends that have the common theme of reli-
ance on the Internet for satisfying the computing needs of the users. Examples of
vendors providing cloud services include SAP Business ByDesign, MidlandHR’s
“ITrent as a Service,” Salesforce.com, and Google Apps, which provide common
business applications online that are accessed from a Web browser, while the software
and data are stored on the servers.

Cloud computing is often confused with grid computing (recall the concept from
Chapter 3 where the CPU power of multiple computers is harnessed to act like one
big computer when necessary). Indeed, many cloud computing deployments depend
on grids, but cloud computing can be seen as a natural next step from the grid
model. The majority of cloud computing infrastructure consists of reliable services
delivered through data centers and built on servers with different levels of virtualiza-
tion technologies. The services are accessible anywhere that has access to network-
ing infrastructure. The cloud appears as a single point of access for all the computing
needs of consumers.

As many computer software users generally do not own the infrastructure around
them, they can avoid capital expenditure and consume resources as a service, paying
instead for what they use. If this sounds a lot like how you pay for your electricity or
natural gas, it is because the same basic model has been adopted. Many cloud comput-
ing offerings have adopted the utility computing model, which is analogous to how
traditional utilities like electricity are consumed, while others are billed on a subscrip-
tion basis. Sharing “perishable and intangible” computing power among multiple
users or enterprises can improve utilization rates, as servers are left idle less often be-
cause more people are accessing and using the computing resources. Through this
approach, significant reductions in costs can be realized while increasing the overall
speed of application development. A side effect of this approach is that a given user’s
or enterprise’s computing capacity can be scaled upward almost instantly as needed
without having to own an infrastructure that is engineered to be ready for short-term
peak loads. Cloud computing has been enabled by large increases in available com-
mercial bandwidth, which makes it possible to receive the same response times from
centralized infrastructure at other sites.

The real benefit to the organization comes from the cost savings. Cloud comput-
ing users can avoid capital expenditure on hardware, software, and services, by simply
paying a provider only for what they use. As stated above, consumption is billed on a
utility (e.g. resources consumed, like electricity) or subscription (e.g., time based, like
a newspaper) basis, with little or no upfront cost. Other benefits of this time-sharing
style approach are low barriers to entry, shared infrastructure and costs, low manage-
ment overhead, and immediate access to a broad range of applications. Users can
generally terminate the contract at any time, and the services are often covered by
service level agreements with financial penalties in the event the agreed-upon service

levels are not delivered. It is predicted that someday, everyone will compute “in
the cloud.”

Regardless of whether a software application is purchased COTS or accessed via an ASP,
the software must be licensed for use. Software licensing is a complex topic that involves
considerations of the special characteristics of software in the context of the underlying
intellectual property rights, including copyright, trademark, and trade secrets, as well as
traditional contract law, including the Uniform Commercial Code (UCC).
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Contrary to what many believe, when an individual or company buys a software
application, they have not purchased rights of ownership. Rather, they have purchased
a license to use the software under the terms of the software licensing agreement. Soft-
ware is generally licensed to better protect the vendor’s intellectual property rights.
The license often prohibits reverse engineering, modifying, disclosing, or transferring
the software. In most cases, the license also gives the purchaser permission to sell or
dispose of the rights provided by the license but not to duplicate or resell multiple
copies of the software.

The requirement for licensing does not disappear when use of the software is ob-
tained through an ASP. In this case, the license to dispense use of the software is
granted to the ASP by the various software vendors, and in return, the ASP agrees to
pay the software vendor a royalty based on the number of user accounts to which the
ASP resells the rights.

Software vendors are working hard to provide easy licensing and access to their
products while simultaneously preventing software piracy, which serves only to raise
the ultimate cost of the product.

In the next section, we will learn about an entirely new approach to software
licensing: open-source code.
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System Software: Computer
System Management

System software consists of programs that manage and support a computer system and
its information processing activities. For example, operating systems and network
management programs serve as a vital soffware interface between computer networks
and hardware and the application programs of end users.

Read the Real World Case on the use of open-source software by the U.S. Depart-
ment of Defense. We can learn a lot about new trends regarding the use of open-source
applications from this example. See Figure 4.13.

We can group system software into two major categories (see Figure 4.14):

e System Management Programs. Programs that manage the hardware, software,
network, and data resources of computer systems during the execution of the var-
ious information processing jobs of users. Examples of important system manage-
ment programs are operating systems, network management programs, database
management systems, and system utilities.

e System Development Programs. Programs that help users develop information
system programs and procedures and prepare user programs for computer process-
ing. Major software development programs are programming language translators
and editors, and a variety of CASE (computer-aided software engineering) and other
programming tools. We will take a closer look at CASE tools later in this chapter.

The most important system software package for any computer is its operating system.
An operating system is an integrated system of programs that manages the operations
of the CPU, controls the input/output and storage resources and activities of the com-
puter system, and provides various support services as the computer executes the
application programs of users.

The primary purpose of an operating system is to maximize the productivity of a
computer system by operating it in the most efficient manner. An operating system
minimizes the amount of human intervention required during processing. It helps
your application programs perform common operations such as accessing a network,
entering data, saving and retrieving files, and printing or displaying output. If you
have any hands-on experience with a computer, you know that the operating system
must be loaded and activated before you can accomplish other tasks. This requirement
emphasizes that operating systems are the most indispensable components of the soft-
ware interface between users and the hardware of their computer systems.

An operating system performs five basic functions in the operation of a computer sys-
tem: providing a user interface, resource management, task management, file manage-
ment, and utilities and support services. See Figure 4.15.

The User Interface. The user interface is the part of the operating system that allows
you to communicate with it so you can load programs, access files, and accomplish
other tasks. Three main types of user interfaces are the command-driven, menu-driven,
and graphical user interfaces. The trend in user interfaces for operating systems and
other software is moving away from the entry of brief end-user commands, or even
the selection of choices from menus of options. Instead, most software provides an
easy-to-use graphical user interface (GUI) that uses icons, bars, buttons, boxes, and
other images. These GUIs rely on pointing devices like the electronic mouse or touch
pad to make selections that help you get things done. Currently, the most common
and widely recognized GUI is the Microsoft Windows desktop.
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REAL WORLD

U.S. Department of Defense:
Enlisting Open-Source Applications

he U.S. Defense Department is enlisting an open-

source approach to software development, which is an

about-face for such a historically top-down organi-
zation. The Department of Defense (DoD) says open-source
software is equal to commercial software in almost all cases
and by law should be considered by the agency when making
technology purchase decisions.

In terms of guidance, the DoD says open-source soft-
ware (OSS) meets the definition of “commercial computer
software” and thus executive agencies are required to include
open source when evaluating software that meets their com-
puting needs. OSS is defined as “software for which the
human-readable source code is available for use, study, re-
use, modification, enhancement, and redistribution by the
users of that software.”

In addition, it lays out a list of open-source positives,
including broad peer-review that helps eliminate defects,
modification rights that help speed changes when needed, a
reduction in the reliance on proprietary vendors, a licensing
model that facilitates quick provisioning, cost reduction in
some cases, reduction in maintenance and ownership costs,
and favorable characteristics for rapid prototyping and ex-
perimentation. “The continuous and broad peer-review ena-
bled by publicly available source code supports software
reliability and security efforts through the identification and
elimination of defects that might otherwise go unrecognized
by a more limited core development team,” states deputy
CIO David Wennergren in a memo to top military officials.

“I would consider this a milestone day,” says John Scott,
director of open-source software and open integration for

FIGURE 4.13

Source: Andrea Comas/Reuters/Landov.

Mercury Federal Systems, a technology consultancy to the
U.S. government. Scott helped draft some of the open-
source guidance contained in the memo, which took about
18 months to draft. “The 2003 policy study was OK to use,
but this one goes a bit further in expanding on what open
source is and why you would want to use it. But it is not just
about usage, it is also about helping create OSS by submit-
ting changes back out to the public.”

Scott says he believes this is the first time guidance has
been issued about sharing the government’s own open-
source changes with the public.

Taken together, two developments show how the De-
fense Department is trying to take advantage of Web-based
communities to speed up software development and reduce
its costs. Dave Mihelcic, CTO of the Defense Information
Systems Agency, says the military believes in the core
Web 2.0 philosophy of the power of collaboration.

The military has launched a collaborative platform
called Forge.mil for its developers to share software, systems
components, and network services. The agency also signed
an agreement with the Open Source Software Institute
(OSSI) to allow 50 internally developed workforce manage-
ment applications to be licensed to other government agen-
cies, universities, and companies.

“The Web is a platform for harvesting collective intelli-
gence,” Mihelcic says. He points to “remixable data sources,
services in perpetual beta and lightweight programming
models” as some of the aspects of open-source software de-
velopment that are applicable to the Defense Department.

One example of the Defense Department’s new
community-based approach to software development is
Forge.mil, which was made generally available for unclassi-
fied use within the department in April 2009. Forge.mil is
powered by CollabNet Team Forge, a commercial lifecycle
management platform for distributed software development
teams, and is modeled after the popular SourceForge.net.

The Defense Information Systems Agency (DISA) has
issued version two of SoftwareForge (software that runs on
the Forge.mil site to enable sharing and collaborative devel-
opment of open-source software) after a three-month trial
that grew to 1,300 users. SoftwareForge provides software
version control, bug tracking, requirements management,
and release packaging for software developers, along with
collaboration tools such as wikis, discussion forums, and
document repositories, DISA says.

DISA also says it will deploy a cloud computing-based
version of the SoftwareForge tools for classified environments.
DISA also plans to add software testing and certification
services to Forge.mil. Mihelcic says Forge.mil is similar to
the “Web 2.0 paradigm of putting services on the Web and
making them accessible to a large number of users to increase
the adoption of capabilities. We're using the same collabora-
tion approach to speed the development of DOD systems.”



Meanwhile, DISA has licensed its Corporate Manage-
ment Information System (CMIS) to the OSSI to develop an
open-source version of the 50-odd applications that DISA
uses to manage its workforce. The CMIS applications sup-
port human resources, training, payroll, and other personnel
management functions that meet federal regulations. DISA,
which provides I'T services to the Department of Defense,
made the decision to share its applications after other agen-
cies expressed interest in them, says Richard Nelson, chief of
personnel systems support at DISA’s manpower, personnel,
and security directorate. “Federal agencies discovered that
the applications we have could be of benefit more widely,”
he says. Interest is coming from states and counties, as well.

DISA worked with the nonprofit OSSI, which promotes
the use of open source in government and academia. OSSI
copyrighted the software stack and licensed it back to DISA,
making it available at no cost to government agencies under
the Open Software License 3.0. “It’s already paid for because
the taxpayer paid for us to build it,” Nelson says.

OSSI wanted to create a process that could be repeated
with other government-built applications. “The opportu-
nity was more than the product,” executive director John
Weatherby says. “One of the key things was to set up a system,
a process that can be replicated by other government
agencies.”

CMIS comprises more than 50 Web applications, includ-
ing workforce management, automated workflow, learning
management, balanced scorecard, and telework management.
CMIS has 16,000 users, including DISA employees and
military contractors. Originally written in 1997, CMIS was
revamped in January 2006 using the latest Web-based tools,
including an Adobe Cold Fusion front-end and a Microsoft
SQL Server 2005 back-end.

Nelson says CMIS is easy to use because it takes advan-
tage of modern Web-based interfaces, including drop-down
lists for data input. “We’ve been able to cut down on help
desk support so substantially,” Nelson says. “With the old
version, we were running anywhere from 75 to 100 help
desk calls and e-mails a day. Now our average is less than five

1. Given the critical nature of defense activities, security
in this environment is a primary concern. How do the
agencies discussed in the case address this issue? Can
you think of anything else they could be doing? Provide
some recommendations.

2. The U.S. Department of Defense is arguably one of the
largest organizations in the world. Managing technology
for such an organization is certainly a major endeavor.
Does the shift toward open-source initiatives help in this
regard? Does it hurt? Discuss the advantages and disad-
vantages of adopting open-source applications in large
organizations.

w

After reading the case, do you think the shift to open-
source software involved a major cultural change for the
Department of Defense? Would you expect the same to
be the case for large companies? Justify your answer.
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e-mails and calls. It’s not because people are using it less but
because it has fewer problems.”

Nelson says a key driver for CMIS is that it needs to be
so intuitive that users don’t need training. “If the customer
requires instruction on the product, we have failed and we
will do it over,” Nelson says. “The reason that we’re able to
do that so successfully is that we take a somewhat different
approach to the way most software is designed. Most soft-
ware is designed so that business logic and processes need to
follow software logic and process. Therefore it requires sub-
stantial training. We do it exactly opposite.”

The OSSI will make CMIS available in two different
licenses: a regular open-source license for government agen-
cies and companies, and a free license for academia. Nelson
says CMIS has a cutting-edge approach to learning manage-
ment, handling everything from training course sign-up to
approvals and payment. Another unusual feature of CMIS is
its telework management application.

Nelson says he hopes many organizations will license
CMIS and start adding new capabilities so DISA can take
advantage of a vibrant CMIS community of developers.
Within three years, “I would hope that a number of others
inside government and beyond are using it,” Nelson says.
“I’m hoping we all have ready access to qualified develop-
ers. I’'m hoping that DISA gets access to a substantial
number of additional applications . . . without having to
build them ourselves.”

Going forward, DISA wants to encourage use of and
training in Adobe Cold Fusion, which it used to build
OSCMLIS, to increase the talent pool of OSCMIS develop-
ers. “We would even like to start with kids in high school
to get them interested in software development as a career,”
Nelson says.”

Source: Adapted from Carolyn Duffy Marsan, “Military Enlists Open
Source Community,” Network World, April 27, 2009; John Fontana,
“DoD: Open Source as Good as Proprietary Software,” Network World,
October 27, 2009; J. Nicholas Hoover, “Defense CIO Touts Benefits of
Open Source,” InformationWeek, October 28, 2009; and J. Nicholas Hoo-
ver, “Defense Info Agency Open-Sources Its Web Apps,” InformationWeek,
August 21, 2009.

1. Small open-source applications have been around for
quite some time, but large-scale open-source systems
have begun to emerge. Go online and search the Inter-
net for examples of businesses adopting open-source
technologies for major organizational systems. Prepare
a presentation to highlight several examples from your
research.

2. How does the open-source model of application devel-
opment and distribution differ from the more common,
proprietary approach? Do open-source applications
present a legitimate threat to commercial software
development, or will they remain niche applications?
Break into small groups to discuss various reasons that
the companies may or may not want to adopt open-
source technologies.

—1
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FIGURE 4.714

The system and application
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FIGURE 4.15

The basic functions of an
operating system include
a user interface, resource
management, task
management, file
management, and utilities
and other functions.

End Users
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Computer
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Resource Management. An operating system uses a variety of resource manage-
ment programs to manage the hardware and networking resources of a computer sys-
tem, including its CPU, memory, secondary storage devices, telecommunications
processors, and input/output peripherals. For example, memory management pro-
grams keep track of where data and programs are stored. They may also subdivide
memory into a number of sections and swap parts of programs and data between
memory and magnetic disks or other secondary storage devices. This process can pro-
vide a computer system with a virtual memory capability that is significantly larger
than the real memory capacity of its primary storage circuits. So, a computer with a
virtual memory capability can process large programs and greater amounts of data
than the capacity of its memory chips would normally allow.

File Management. An operating system contains file management programs that
control the creation, deletion, and access of files of data and programs. File manage-
ment also involves keeping track of the physical location of files on magnetic disks and
other secondary storage devices. So operating systems maintain directories of infor-
mation about the location and characteristics of files stored on a computer system’s
secondary storage devices.

Task Management. The task management programs of an operating system help
accomplish the computing tasks of end users. The programs control which task gets
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access to the CPU and for how much time. The task management functions can allo-
cate a specific slice of CPU time to a particular task and interrupt the CPU at any time
to substitute a higher priority task. Several different approaches to task management
may be taken, each with advantages in certain situations.

Multitasking (sometimes referred to as multiprogramming or time-sharing) is a task
management approach that allows for several computing tasks to be performed in a
seemingly simultaneous fashion. In reality, multitasking assigns only one task at a time to
the CPU, but it switches from one program to another so quickly that it gives the ap-
pearance of executing all of the programs at the same time. There are two basic types of
multitasking: preemptive and cooperative. In preemptive multitasking, the task manage-
ment functions parcel out CPU time slices to each program. In contrast, cooperative
multitasking allows each program to control the CPU for as long as it needs it. If a pro-
gram is not using the CPU, however, it can allow another program to use it temporarily.
Most Windows and UNIX-based operating systems use the preemptive approach,
whereas most Macintosh-style platforms use cooperative multitasking. Although the
terms rultitasking and multiprocessing are often used interchangeably, they are actually
different concepts based on the number of CPUs being used. In multiprocessing, more
than one CPU is being accessed, but in multitasking, only one CPU is in operation.

Most computers make use of some sort of multitasking. On modern microcomput-
ers, multitasking is made possible by the development of powerful processors and
their ability to address much larger memory capacities directly. This capability allows
primary storage to be subdivided into several large partitions, each of which is used by
a different software application.

In effect, a single computer can act as if it were several computers, or virtual ma-
chines, because each application program runs independently at the same time. The
number of programs that can be run concurrently depends on the amount of memory
that is available and the amount of processing each job demands. That’s because a
microprocessor (or CPU) can become overloaded with too many jobs and provide
unacceptably slow response times. However, if memory and processing capacities are
adequate, multitasking allows end users to switch easily from one application to an-
other, share data files among applications, and process some applications in a back-
ground mode. Typically, background tasks include large printing jobs, extensive
mathematical computations, or unattended telecommunications sessions.

For many years, MS-DOS (Microsoft Disk Operating System) was the most widely
used microcomputer operating system. It is a single-user, single-tasking operating sys-
tem but was given a graphical user interface and limited multitasking capabilities by
combining it with Microsoft Windows. Microsoft began replacing its DOS/Windows
combination in 1995 with the Windows 95 operating system, featuring a graphical
user interface, true multitasking, networking, multimedia, and many other capabilities.
Microsoft introduced an enhanced Windows 98 version during 1998, and a Windows
Me (Millennium Edition) consumer PC system in 2000.

Microsoft introduced its Windows NT (New Technology) operating system in
1995. Windows N'T is a powerful, multitasking, multiuser operating system that was
installed on many network servers to manage PCs with high-performance computing
requirements. New Server and Workstation versions were introduced in 1997. Micro-
soft substantially enhanced its Windows N'T products with the Windows 2000 oper-
ating system during the year 2000.

Late in 2001, Microsoft introduced Windows XP Home Edition and Professional
versions, and thus formally merged its two Windows operating system lines for con-
sumer and business users, uniting them around the Windows N'T and Windows 2000
code base. With Windows XP, consumers and home users finally received an enhanced
Windows operating system with the performance and stability features that business
users had in Windows 2000 and continue to have in Windows XP Professional.
Microsoft also introduced four new Windows Server 2003 versions in 2008, which
are summarized and compared in Figure 4.16.



152 @ Module 11 / Information Technologies

FIGURE 4.16 Comparing the purposes of the four versions of the Microsoft Windows Server 2008 operating system.

Microsoft Windows Server 2008 Comparisons

Windows Server 2008, Standard Edition
For smaller server applications, including file and print sharing, Internet and intranet connectivity, and centralized
desktop application deployment.

Windows Server 2008, Enterprise Edition
For larger business applications, XML Web services, enterprise collaboration, and enterprise network support.

Windows Server 2008, Datacenter Edition
For business-critical and mission-critical applications demanding the highest levels of scalability and availability.

Windows Server 2008, Web Edition
For Web serving and hosting, providing a platform for developing and deploying Web services and applications.

In 2006, Microsoft released their next operating system called Vista. Vista contains
hundreds of new features; some of the most significant include an updated graphical
user interface and visual style dubbed Windows Aero, improved search features, new
multimedia creation tools such as Windows DVD Maker, and completely redesigned
networking, audio, print, and display subsystems. Vista also aims to increase the level
of communication between machines on a home network using peer-to-peer technol-
ogy, making it easier to share files and digital media between computers and devices.

For developers, Vista introduced version 3.0 of the NET Framework, which aims
to make it significantly easier for developers to write high-quality applications than
with the previous versions of Windows.

Microsoft’s primary stated objective with Vista, however, was to improve the state
of security in the Windows operating system. One of the most common criticisms of
Windows XP and its predecessors has been their commonly exploited security vulner-
abilities and overall susceptibility to malware, viruses, and bufter overflows. In light of
these complaints, then-Microsoft chairman Bill Gates announced in early 2002 a com-
panywide “Trustworthy Computing Initiative” to incorporate security work into every
aspect of software development at the company. Microsoft claimed that it prioritized
improving the security of Windows XP and Windows Server 2003 rather than finish-
ing Windows Vista, significantly delaying its completion.

During 2008, a new server product, entitled (appropriately enough) Windows Server
2008, has emerged. Windows Server 2008 is built from the same code base as Windows
Vista; therefore, it shares much of the same architecture and functionality. Because the
code base is common, it automatically comes with most of the technical, security, man-
agement, and administrative features new to Windows Vista such as the rewritten net-
working processes (native IPv6, native wireless, speed, and security improvements);
improved image-based installation, deployment, and recovery; improved diagnostics,
monitoring, event logging, and reporting tools; new security features; improved Windows
Firewall with secure default configuration; NET Framework 3.0 technologies; and the
core kernel, memory, and file system improvements. Processors and memory devices are
modeled as Plug and Play devices, to allow hot-plugging of these devices.

Windows Server 2008 is already in release 2 as several performance and security
enhancements required a major upgrade.

In 2009, Microsoft released their newest operating system, Windows 7. Unlike its
predecessor, Vista, which introduced a large number of new features, Windows 7 was
intended to be a more focused and incremental upgrade with the goal of being fully
compatible with applications and hardware with which Vista was already compatible.
Windows 7 has been very well received and is rapidly replacing the installed base of
Vista without receiving any of the complaints and struggles encountered by Vista
adopters and users.
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Originally developed by AT&T, UNIX now is also offered by other vendors, including
Solaris by Sun Microsystems and AIX by IBM. UNIX is a multitasking, multiuser,
network-managing operating system whose portability allows it to run on mainframes,
midrange computers, and microcomputers. UNIX is still a popular choice for Web
and other network servers.

Linux is a low-cost, powerful, and reliable UNIX-like operating system that is rapidly
gaining market share from UNIX and Windows servers as a high-performance oper-
ating system for network servers and Web servers in both small and large networks.
Linux was developed as free or low-cost shareware or open-source software over the In-
ternet in the 1990s by Linus Torvald of Finland and millions of programmers around
the world. Linux is still being enhanced in this way but is sold with extra features and
support services by software vendors such as Red Hat, Caldera, and SUSE Linux. PC
versions, which support office software suites, Web browsers, and other application
software, are also available.

The concept of open-source software (OSS) is growing far beyond the Linux operating
system. The basic idea behind open source is very simple: When programmers can read,
redistribute, and modify the source code for a piece of software, the software evolves.
People improve it, people adapt it, people fix bugs. This development can happen at a
speed that, if one is accustomed to the slow pace of conventional software development,
seems astonishing. The open-source community of software developers has learned that
this rapid evolutionary process produces better software than the traditional commercial
(closed) model, in which only a very few programmers can see the source. The concept of
open source, admittedly, runs counter to the highly commercial (and proprietary) world of
traditional software development. Nonetheless, an increasingly large number of develop-
ers have embraced the open-source concept and come to realize that the proprietary
approach to software development has hidden costs that can often outweigh its benefits.

Since 1998, the OSS movement has become a revolution in software development.
This revolution, however, can actually trace its roots back more than 30 years. Typi-
cally, in the PC era, computer software had been sold only as a finished product, other-
wise called a precompiled binary, which is installed on a user’s computer by copying files
to appropriate directories or folders. Moving to a new computer platform (Windows to
Macintosh, for example) usually required the purchase of a new license. If the company
went out of business or discontinued support of a product, users of that product had no
recourse. Bug fixes were completely dependent on the organization that sold the soft-
ware. In contrast, OSS is software that is licensed to guarantee free access to the pro-
gramming behind the precompiled binary, otherwise called the source code. This access
allows the user to install the software on a new platform without an additional purchase
and to get support (or create a support consortium with other like-minded users) for a
product whose creator no longer supports it. Those who are technically inclined can fix
bugs themselves rather than waiting for someone else to do so. Generally, there is a
central distribution mechanism that allows users to obtain the source code, as well as
precompiled binaries in some cases. There are also mechanisms by which users may
pay a fee to obtain the software, such as on a CD-ROM or DVD, which may also in-
clude some technical support. A variety of licenses are used to ensure that the source
code will remain available, wherever the code is actually used.

"To be clear, there are several things open source is not: It is not shareware, public-
domain software, freeware, or software viewers and readers made freely available without
access to source code. Shareware, whether or not the user registers it and pays the regis-
tration fee, typically allows no access to the underlying source code. Unlike freeware and
public-domain software, OSS is copyrighted and distributed with license terms designed
to ensure that the source code will always be available. Although a fee may be charged for
the software’s packaging, distribution, or support, the complete package needed to create
files is included, not simply a portion needed to view files created elsewhere.
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OpenOffice.org 3

Mac OS X

The philosophy of open source is based on a variety of models that sometimes
conflict; indeed, it often seems there are as many philosophies and models for de-
veloping and managing OSS as there are major products. In 1998, a small group of
open-source enthusiasts decided it was time to formalize some things about open
source. The newly formed group registered themselves on the Internet as www.
open-source.org and began the process of defining exactly what is, and what is not,
open-source software. As it stands today, open-source licensing is defined by the
following characteristics:

® The license shall not restrict any party from selling or giving away the software
as a component of an aggregate software distribution containing programs from
several different sources.

® The program must include source code and must allow distribution in source
code, as well as compiled form.

e The license must allow modifications and derived works and must allow them to
be distributed under the same terms as the license of the original software.

e The license may restrict source code from being distributed in modified form
only if the license allows the distribution of patch files with the source code for
the purpose of modifying the program at build time.

® The license must not discriminate against any person or group of persons.

® The license must not restrict anyone from making use of the program in a spe-
cific field of endeavor.

® The rights attached to the program must apply to all to whom the program is re-
distributed without the need for execution of an additional license by those parties.

® The license must not be specific to a product.

® The license must not contaminate other software by placing restrictions on any
software distributed along with the licensed software.

This radical approach to software development and distribution is not without its
detractors—most notably Microsoft. Nonetheless, the open-source movement is
flourishing and stands to continue to revolutionize the way we think about software
development.

A relative newcomer to the open-source arena is an entire office suite offered by Sun
Microsystems called OpenOffice.org 3. This product, built under the open-source
standards described above, is a complete integrated office suite that provides all the
common applications including word processing, spreadsheet, presentation graphics,
and database management. It can store and retrieve files in a wide variety of data
formats, including all of the file formats associated with the other major office suite
applications on the market.

Best of all, OpenOffice.org 3 can be downloaded and used entirely free of any license
fees. OpenOffice.org 3 is released under the LGPL license. This means you may use
it for any purpose: domestic, commercial, educational, or public administration. You
may install it on as many computers as you like, and you may make copies and give
them away to family, friends, students, employees—anyone you like.

Actually based on a form of UNIX, the Mac OS X (pronounced MAC OS 10) is the
latest operating system from Apple for the iMac and other Macintosh microcomputers.
The Mac OS X version 10.2 Jaguar has an advanced graphical user interface and multi-
tasking and multimedia capabilities, along with an integrated Web browser, e-mail,
instant messaging, search engine, digital media player, and many other features.

Mac OS X was a radical departure from previous Macintosh operating systems; its
underlying code base is completely different from previous versions. Its core, named
Darwin, is an open source, UNIX-like operating system. Apple layered over Darwin a
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number of proprietary components, including the Aqua interface and the Finder, to
complete the GUI-based operating system that is Mac OS X.

Mac OS X also included a number of features intended to make the operating system
more stable and reliable than Apple’s previous operating systems. Preemptive multitask-
ing and memory protection, for example, improved the ability of the operating system
to run multiple applications simultaneously that don’t interrupt or corrupt each other.

The most visible change was the Aqua theme. The use of soft edges, translucent
colors, and pinstripes—similar to the hardware design of the first iMacs—brought
more texture and color to the interface than OS 9’s “Platinum” appearance had of-
fered. Numerous users of the older versions of the operating system decried the new
look as “cutesy” and lacking in professional polish. However, Aqua also has been called
a bold and innovative step forward at a time when user interfaces were seen as “dull
and boring.” Despite the controversy, the look was instantly recognizable, and even
before the first version of Mac OS X was released, third-party developers started pro-
ducing skins (look-and-feel colors and styles for application interfaces) for customiz-
able applications that mimicked the Aqua appearance.

Mac OS X also includes its own software development tools, most prominently an
integrated development environment called Xcode. Xcode provides interfaces to com-
pilers that support several programming languages including C, C+ +, Objective-C,
and Java. For the Apple Intel Transition, it was modified so that developers could eas-
ily create an operating system to remain compatible with both the Intel-based and
PowerPC-based Macintosh.

Consider all of the various types of software applications we discussed in the first sec-
tion of this chapter along with the multiple operating systems we just discussed. What
happens when a user who has a machine running Windows needs to run an application
designed specifically for a machine running Mac OS X? The answer used to be
“Borrow someone’s Mac.” Through the development of application virtualization, a
much more useful and productive answer exists. Application virtualization is an umbrella
term that describes software technologies that improve portability, manageability, and
compatibility of applications by insulating them from the underlying operating system
on which they are executed. A fully virtualized application is not installed in the tradi-
tional sense; it is just executed as if it is. The application is fooled into believing that it
is directly interfacing with the original operating system and all the resources managed
by it, when in reality it is not. Application virtualization is just an extension of operating
system virtualization where the same basic concepts fool the whole operating system
into thinking it is running on a particular type of hardware when it is, in fact, not.

The concept of virtualization is not a recent development. The use of a virtual
machine was a common practice during the mainframe era where extremely large ma-
chines were partitioned into smaller, separate virtual machines or domains to allow
multiple users to run unique sets of applications and processes simultaneously. Each
user constituency used a portion of the total available machine resources and the vir-
tualization approach made it appear that each domain was an entirely separate ma-
chine from all the rest. If you have ever set up a new PC and created a partition on the
hard drive, you have taken advantage of virtualization. You have taken one physical
drive and created two virtual drives—one for each partition.

Application virtualization is a logical next step from these early roots. The benefits
to the enterprise range from the cost savings associated with not having to have mul-
tiple platforms for multiple applications, to the energy savings associated with not
having a multitude of servers running at low capacity while eating up electricity and
generating heat.

A thorough discussion of virtualization is well beyond the scope of this text but suf-
fice to say it is rapidly blurring the boundaries between machines and operating systems
and operating systems and applications. Add this to the cloud computing concept and
we have the makings of an anytime, anywhere, any machine, any application world.
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Toronto’s Hospital for Sick Children has learned the hard way that virtualization
efforts won’t be successful if vendors aren’t ready to support you, according to its
director of technology, Ana Andreasian. The hospital (usually referred to as “Sick
Kids”) has already consolidated a considerable amount of its server infrastructure,
which now includes 300 physical and 60 virtual machines. Sick Kids employs about
110 IT staff members who serve more than 5,000 employees.

Andreasian said the biggest issue she’s experienced so far has come from
vendors who do not properly test their applications before offering them to virtu-
alization customers. “They’ll say, ‘Give me one CPU, one gig of memory, and
I’'m good,”” she says. “Then you’ll find they need four CPUs and four gigs of
RAM. You wind up having a never-ending discussion on how to solve the per-
formance problems.”

Another challenge has been vendors who say they’re willing to support virtual
environments, but not fully. “Some vendors have a condition: if you have a problem,
you have to move (the application) out of a virtual environment,” she says. “That’s
just not practical.”

Sick Kids Hospital is somewhat unusual in that it started its virtualization jour-
ney by focusing on storage systems rather than servers. Andreasian explained that
the organization currently manages some 150 terabytes of data, which is always on
the increase. Devices to handle that data, meanwhile, always end up going out of
support. “We were facing the question: How do you migrate that data? It’s a huge
cost,” she says, adding that no one wants to experience any downtime associated
with such a migration. And all this has to happen in such a way that’s transparent to
the user.

The hospital has also turned to Citrix for application virtualization in order
to allow remote support, which is important in a hospital situation where many
clinicians may need to work from home. Sick Kids is now using VMware to deal
with the more common issues around managing server fleets, such as lack of real
estate, power costs, and the need to provision (that is, set up) machines more
quickly.

“In the physical world, if you have good planning and processes in place, that will
help you with virtualization,” says Dennis Corning, HP’s worldwide senior manager
of product marketing for virtualization.

Andreasian agrees. “Provisioning (a virtual server) is easy. De-provisioning
once the business user no longer needs it is where it’s difficult,” she says. “They
might not tell you it’s no longer necessarily. You need governance and monitoring
and process.”

Source: Adapted from Shane Schick, “Hospital CT'O Identifies Virtualization Gotchas,” CIO.com, January 28, 2010.

There are many other types of important system management software besides
operating systems. These include database management systems, which we will cover
in Chapter 5, and network management programs, which we will cover in Chapter 6.
Figure 4.17 compares several types of system software offered by IBM and its
competitors.

Several other types of system management software are marketed as separate
programs or included as part of an operating system. Utility programs, or utilities,
are an important example. Programs like Norton Utilities perform miscellaneous
housekeeping and file conversion functions. Examples include data backup, data re-
covery, virus protection, data compression, and file defragmentation. Most operat-
ing systems also provide many utilities that perform a variety of helpful chores for
computer users.
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FIGURE 4.17 Comparing system software offered by IBM and its main competitors.
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Software Main

Category What It Does IBM Product Customers Competitor Customers

Network Monitors networks Tivoli T. Rowe Price uses HP Amazon.com uses

management | to keep them up and it to safeguard OpenView it to monitor its
running. customer records. servers.

Application Shuttles data between | WebSphere REI uses it to serve BEA Washingtonpost.com

server business apps and up its Web site and WebLogic builds news pages
the Web. distribute data. with it.

Database Provides digital DB2 Mikasa uses it to Oracle 11g It runs Southwest

manager storehouses for help customers find Airlines’ frequent-
business data. its products online. flyer program.

Collaboration | Powers everything Lotus Retailer Sephora Microsoft Time Inc. uses it to

tools from e-mail to uses it to coordinate | Exchange provide e-mail to its
electronic calendars. store maintenance. employees.

Development | Allows programmers | Rational Merrill Lynch used Microsoft Used to develop

tools to craft software it to build code for Visual Studio | management system.
code quickly. online trading. NET

Other examples of system support programs include performance monitors and
security monitors. Performance monitors are programs that monitor and adjust the
performance and usage of one or more computer systems to keep them running effi-
ciently. Security monitors are packages that monitor and control the use of computer
systems and provide warning messages and record evidence of unauthorized use of
computer resources. A recent trend is to merge both types of programs into operating
systems like Microsoft’s Windows 2008 Datacenter Server or into system manage-
ment software like Computer Associates’ CA-Unicenter, which can manage both
mainframe systems and servers in a data center.

Another important software trend is the use of system software known as applica-
tion servers, which provide a middleware interface between an operating system and
the application programs of users. Middleware is software that helps diverse software
applications and networked computer systems exchange data and work together more
efficiently. Examples include application servers, Web servers, and enterprise applica-
tion integration (EAI) software. Thus, for example, application servers like BEAs
WebLogic and IBM’s WebSphere help Web-based e-business and e-commerce appli-
cations run much faster and more efficiently on computers using Windows, UNIX,
and other operating systems.

P rogramm in g To und.erstand computer §oftware, you need a basic knowledge of the role that pro-
gramming languages play in the development of computer programs. A programming

Lan guages language allows a programmer to develop the sets of instructions that constitute a
computer program. Many different programming languages have been developed,
each with its own unique vocabulary, grammar, and uses.

Machine Languages Machine languages (or first-generation languages) are the most basic level of program-

ming languages. In the early stages of computer development, all program instruc-
tions had to be written using binary codes unique to each computer. This type of
programming involves the difficult task of writing instructions in the form of strings
of binary digits (ones and zeros) or other number systems. Programmers must have a
detailed knowledge of the internal operations of the specific type of CPU they are us-
ing. They must write long series of detailed instructions to accomplish even simple
processing tasks. Programming in machine language requires specifying the storage
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FIGURE 4.18
Examples of four levels of
programming languages.
These programming
language instructions might
be used to compute the sum

of two numbers as expressed
by the formula X =Y + Z.

Assembler
Languages

High-Level
Languages

Four Levels of Programming Languages

® Machine Languages: ® High-Level Languages:
Use binary coded instructions Use brief statements or arithmetic
1010 11001 notations
1011 11010 BASIC: X =Y+ Z
1100 11011 COBOL: COMPUTEX =Y + Z
® Assembler Languages: ® Fourth-Generation Languages:
Use symbolic coded instructions Use natural and nonprocedural
LODY statements
ADD Z SUM THE FOLLOWING
STRX NUMBERS

locations for every instruction and item of data used. Instructions must be included for
every switch and indicator used by the program. These requirements make machine
language programming a difficult and error-prone task. A machine language program
to add two numbers together in the CPU of a specific computer and store the result
might take the form shown in Figure 4.18.

Assembler languages (or second-generation languages) are the next level of programming
languages. They were developed to reduce the difficulties in writing machine language
programs. The use of assembler languages requires language translator programs called
assemblers that allow a computer to convert the instructions of such language into ma-
chine instructions. Assembler languages are frequently called symbolic languages be-
cause symbols are used to represent operation codes and storage locations. Convenient
alphabetic abbreviations called mznemonics (memory aids) and other symbols represent
operation codes, storage locations, and data elements. For example, the computation
X =Y + Z in an assembler language might take the form shown in Figure 4.18.

Assembler languages are still used as a method of programming a computer in a
machine-oriented language. Most computer manufacturers provide an assembler lan-
guage that reflects the unique machine language instruction set of a particular line of
computers. This feature is particularly desirable to system programmers, who program
system software (as opposed to application programmers, who program application
software), because it provides them with greater control and flexibility in designing a
program for a particular computer. They can then produce more efficient software—
that is, programs that require a minimum of instructions, storage, and CPU time to
perform a specific processing assignment.

High-level languages (or third-generation languages) use instructions, which are called
statements, that include brief statements or arithmetic expressions. Individual high-
level language statements are actually macroinstructions; that is, each individual state-
ment generates several machine instructions when translated into machine language
by high-level language translator programs called compilers or interpreters. High-level
language statements resemble the phrases or mathematical expressions required to
express the problem or procedure being programmed. The syntax (vocabulary, punc-
tuation, and grammatical rules) and semantics (meanings) of such statements do not
reflect the internal code of any particular computer. For example, the computation
X =Y + Z would be programmed in the high-level languages of BASIC and COBOL
as shown in Figure 4.18.

High-level languages like BASIC, COBOL, and FORTRAN are easier to learn and
program than an assembler language because they have less rigid rules, forms, and syn-
taxes. However, high-level language programs are usually less efficient than assembler
language programs and require a greater amount of computer time for translation into
machine instructions. Because most high-level languages are machine-independent,
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programs written in a high-level language do not have to be reprogrammed when a
new computer is installed, and programmers do not have to learn a different language
for each type of computer.

The term fourth-generation language describes a variety of programming languages
that are more nonprocedural and conversational than prior languages. These languages
are called fourth-generation languages (4GLs) to differentiate them from machine
languages (first generation), assembler languages (second generation), and high-level
languages (third generation).

Most fourth-generation languages are nonprocedural languages that encourage users
and programmers to specify the results they want, while the computer determines the
sequence of instructions that will accomplish those results. Thus, fourth-generation
languages have helped simplify the programming process. Natural languages are
sometimes considered fifth-generation languages (5GLs) and are very close to English
or other human languages. Research and development activity in artificial intelligence
(Al) is developing programming languages that are as easy to use as ordinary conversa-
tion in one’s native tongue. For example, INTELLECT, a natural language, would
use a statement like, “What are the average exam scores in MIS 200?” to program a
simple average exam score task.

In the early days of 4GLs, results suggested that high-volume transaction process-
ing environments were not in the range of a 4GLs capabilities. Although 4GLs were
characterized by their ease of use, they were also viewed as less flexible than their
predecessors, primarily due to their increased storage and processing speed require-
ments. In today’s large data volume environment, 4GLs are widely used and no longer
viewed as a trade-off between ease of use and flexibility.

Twenty years ago, software engineer Fred Brooks famously observed that there was
no silver bullet that could slay “the monster of missed schedules, blown budgets and
flawed products.” Today, the creation of software might seem as expensive, trouble-
prone, and difficult as ever—and yet progress is being made. Although no silver bul-
let is in sight, an array of new techniques promises to further boost a programmer’s
productivity, at least in some application domains.

The techniques span a broad spectrum of methods and results, but all are aimed
at generating software automatically. Typically, they generate code from high-level,
machine-readable designs or from domain-specific languages—assisted by advanced
compilers—that sometimes can be used by nonprogrammers.

Gordon Novak, a computer science professor at the University of Texas at Austin
and a member of the school’s Laboratory for Artificial Intelligence, is working on
“automatic programming”—using libraries of generic versions of programs, such as
algorithms—to sort or find items in a list. Unlike traditional subroutines, which have
simple but rigid interfaces and are invoked by other lines of program code, his tech-
nique works at a higher level and is therefore more flexible and easier to use.

Novak’s users construct “views” that describe application data and principles and
then connect the views by arrows in diagrams that show the relationships among the
data. The diagrams are, in essence, very high-level flowcharts of the desired program.
They get compiled in a way that customizes the stored generic algorithms for the user’s
specific problem, and the result is ordinary source code such as C, C++, or Java.

Novak says he was able to generate 250 lines of source code for an indexing pro-
gram in 90 seconds with his system. That’s equivalent to a week of productivity for
an average programmer using a traditional language. “You are describing your pro-
gram at a higher level,” he says. “And what my program is saying is, ‘I can tailor the
algorithm for your application for free.”
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FIGURE 4.19

An example of a bank
savings account object.
This object consists of data
about a customer’s account
balance and the basic
operations that can be
performed on those data.

Douglas Smith, principal scientist at Kestrel Institute, a nonprofit computer science
research firm in Palo Alto, California, is developing tools to “automate knowledge and
get it into the computer.” A programmer starts with Kestrel’s Specware, which is a
general-purpose, fifth-generation language that specifies a program’s functions without
regard to the ultimate programming language, system architecture, algorithms, data
structures, and so on. Specware draws on a library of components, but the components
aren’t code. They are at a higher level and include design knowledge and principles
about algorithms, data structures, and so on. Smith calls them “abstract templates.”

In addition, Specware can produce proofs that the working code is “correct”—
that is, that it conforms to the requirements put in by the user (which, of course, may
contain errors). “Some customers want that for very-high-assurance applications,
with no security flaws,” Smith says. Kestrel does work for NASA and U.S. military
and security agencies.

“It’s a language for writing down problem requirements, a high-level statement of
what a solution should be, without saying how to solve the problem,” Smith says. “We
think it’s the ultimate frontier in software engineering. It’s what systems analysts do.”

Source: Adapted from Gary Anthes, “In the Labs: Automatic Code Generators,” Computerworid, March 20, 2006.

Object-oriented languages like Visual Basic, C++, and Java are also considered fifth-
generation languages and have become major tools of software development. Briefly,
whereas most programming languages separate data elements from the procedures or
actions that will be performed on them, object-oriented languages tie them together
into objects. Thus, an object consists of data and the actions that can be performed on
the data. For example, an object could be a set of data about a bank customer’s savings
account and the operations (e.g., interest calculations) that might be performed on the
data. An object also could be data in graphic form, such as a video display window plus
the display actions that might be used on it. See Figure 4.19.

In procedural languages, a program consists of procedures to perform actions on
each data element. However, in object-oriented systems, objects tell other objects to
perform actions on themselves. For example, to open a window on a computer video
display, a beginning menu object could send a window object a message to open, and

Withdraw
(amount)

Current
Account
Balance

Savings Account Object
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FIGURE 4.20 The Visual Basic object-oriented programming environment.
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a window would appear on the screen. That’s because the window object contains the
program code for opening itself.

Object-oriented languages are easier to use and more efficient for programming
the graphics-oriented user interfaces required by many applications. Therefore, they
are the most widely used programming languages for software development today.
Also, once objects are programmed, they are reusable. Therefore, reusability of ob-
jects is a major benefit of object-oriented programming. For example, programmers
can construct a user interface for a new program by assembling standard objects such
as windows, bars, boxes, buttons, and icons. Therefore, most object-oriented pro-
gramming packages provide a GUI that supports a point-and-click, drag-and-drop
visual assembly of objects known as visual programming. Figure 4.20 shows a display of
the Visual Basic object-oriented programming environment. Object-oriented technol-
ogy is discussed further in the coverage of object-oriented databases in Chapter 5.

HTML, XML, and Java are three programming languages that are important tools for
building multimedia Web pages, Web sites, and Web-based applications. In addition,
XML and Java have become strategic components of the software technologies that
support many Web services initiatives in business.

HTML (Hypertext Markup Language) is a page description language that creates hy-
pertext or hypermedia documents. HTML inserts control codes within a document at
points you can specify that create links (hyperlinks) to other parts of the document or
to other documents anywhere on the World Wide Web. HTML embeds control
codes in the ASCII text of a document that designate titles, headings, graphics, and
multimedia components, as well as hyperlinks within the document.
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As we mentioned previously, several of the programs in the top software suites auto-
matically convert documents into HTML formats. These include Web browsers, word
processing and spreadsheet programs, database managers, and presentation graphics
packages. These and other specialized Web publishing programs like Microsoft FrontPage,
Lotus FastSite, and Macromedia’s DreamWeaver provide a range of features to help you
design and create multimedia Web pages without formal HTML programming.

XML (eXtensible Markup Language) is not a Web page format description language
like HTML. Instead, XML describes the contents of Web pages (including business
documents designed for use on the Web) by applying identifying tags or conrextual la-
bels to the data in Web documents. For example, a travel agency Web page with airline
names and flight times would use hidden XML tags like “airline name” and “flight
time” to categorize each of the airline flight times on that page. Or product inventory
data available at a Web site could be labeled with tags like “brand,” “price,” and “size.”
By classifying data in this way, XML makes Web site information much more search-
able, easier to sort, and easier to analyze.

For example, XML-enabled search software could easily find the exact product
you specify if the product data on the Web site had been labeled with identifying
XML tags. A Web site that uses XML could also more easily determine which Web
page features its customers use and which products they investigate. Thus, XML
promises to make electronic business and commerce processes a lot easier and more
efficient by supporting the automatic electronic exchange of business data between
companies and their customers, suppliers, and other business partners.

As mentioned at the beginning of the chapter, this entire textbook was revised and
edited for the current edition using an XMUL-based application called PowerXEditor
by Aptara. Let’s focus our attention on this unique application of XML intended to
create efficiencies in the publishing industry.

The publishing industry has experienced an upheaval in the past decade or so. The
“long tail” of sales of existing books via Web sellers such as Amazon and the improve-
ment in software and hardware technologies that can replicate the experience of read-
ing a book or magazine means publishing houses are printing and selling fewer new
books. As a result, many of these companies are venturing into digital publishing.

“All the publishers are shifting from print to digital,” said Dev Ganesan, presi-
dent and CEO of Aptara, which specializes in content transformation. “That’s a huge
change. What that means for software companies is that they need to develop plat-
forms for content creation that meet the needs of every customer. At the same time,
customers are looking at publishing in terms of handling content in terms of authors,
editors, and production employees. On top of that, they’re trying to automate parts
of the production process. And companies must be willing to market products using
traditional and new media to reach the widest possible audience. So there are a lot of
challenges, but a lot of opportunities, t0o.”

The upshot of all this is that learning professionals now can deliver content more
flexibly and at a lower cost. They can make static content dynamic by taking a body
of knowledge in print—such as a book—and converting it to a digital format. They
can then chunk that content into smaller sizes and organize those nuggets of infor-
mation according to learners’ needs. Moreover, they can get content published and
distributed much more quickly via digital, online media. This is critical in an indus-
try such as health care, which faces rapid changes due to technological innovation
and regulation, said another Aptara source.

“In addition to the cost savings, they want to turn it around much faster,” he said.
“Time to market is becoming paramount because there’s so much innovation going
on. If they don’t have their print products out faster, they fall behind.”
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The XML-based
PowerXEditor allows all
the collaborators on a
book project to access the
elements of the book via a
common Web browser.
Here is a screenshot of
PXE on the page you are
currently reading.

FIGURE 4.22

This is a section of the
XML code from the page
you are currently reading.
While XML looks similar
to HTML source code, it is
far more powerful and
complex.
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A breakthrough product from Aptara is called PowerXEditor (PXE). An XML-
based application, PXE allows a publisher to upload an existing book layout; edit or re-
vise all elements of the book, including text look and feel, figures, tables, and other
elements unique to that book; and output the book to a paging program that sets the
book up for final printing. The important issue is that all of this is done in a digital for-
mat instead of the previously common method of tear pages and cut and paste of figures
and tables. Because the PXE content is XMIL-based, the application can be accessed via
the Internet using any conventional Web browser. This means all of the contributors to
a textbook can have access to the various chapters and elements no matter where they
are. Add in the workflow management aspects of PXE, and all phases of the textbook
revising, copyediting, and proofing processes can be handled with ease.

Figure 4.21 shows a typical PXE screen. You might notice that it is in the process
of editing the page you are currently reading. Figure 4.22 shows the XML code for
the same page.

Source: Adapted from Brian Summerfield, “Executive Briefings: Balancing Print and Digital Media,” Chief Learning
Officer, March 2008. http://www.clomedia.com/includes/printcontent.php?aid=2133
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Java and .NET Java is an object-oriented programming language created by Sun Microsystems that is
revolutionizing the programming of applications for the World Wide Web and corpo-
rate intranets and extranets. Java is related to the C++ and Objective C programming
languages but is much simpler and more secure and is computing-platform independent.
Java is also specifically designed for real-time, interactive, Web-based network applica-
tions. Java applications consisting of small application programs, called applets, can be
executed by any computer and any operating system anywhere in a network.

The ease of creating Java applets and distributing them from network servers to
client PCs and network computers is one of the major reasons for Java’s popularity.
Applets can be small, special-purpose application programs or small modules of larger
Java application programs. Java programs are platform-independent, too—they can
run on Windows, UNIX, and Macintosh systems without modification.

Microsoft’s NET is a collection of programming support for what are known as
Web services, the ability to use the Web rather than your own computer for various
services (see Figure 4.23). NET is intended to provide individual and business users
with a seamlessly interoperable and Web-enabled interface for applications and com-
puting devices and to make computing activities increasingly Web browser—oriented.
The .NET platform includes servers, building-block services such as Web-based data
storage, and device software. It also includes Passport, Microsoft’s fill-in-the-form-
only-once identity verification service.

The .NET platform is expected to enable the entire range of computing devices to
work together and have user information automatically updated and synchronized on all
of them. In addition, it will provide a premium online subscription service. The service
will feature customized access to and delivery of products and services from a central
starting point for the management of various applications (e.g., e-mail) or software
(e.g., Office .NET). For developers, .NET offers the ability to create reusable modules,
which should increase productivity and reduce the number of programming errors.

FIGURE 4.23  The benefits and limitations of the Java Enterprise Edition 6 (Java EE 6) and Microsoft NET software
development platforms.

Java EE 5§ NET
PROS CONS PROS CONS
® Runs on any operating ® Hasa complex applica- | ® Easy-to-use tools may ® Framework runs only
system and application tion development increase programmer on Windows, restrict-
server (may need environment. productivity. ing vendor choice.
adjustments). Tools can be difficult Has a strong framework Users of prior
Handles complex, to use. for building rich graph- Microsoft tools and

high-volume, high-
transaction applications.
Has more enterprise
features for session
management, fail-over,
load balancing, and
application integration.

Is favored by experi-
enced enterprise ven-
dors such as IBM, BEA,
SAP, and Oracle.

Oftfers a wide range of
vendor choices for tools
and application servers.
Has a proven track
record.

Java Swing environ-
ment’s ability to build
graphical user inter-
faces has limitations.

May cost more to build,
deploy, and manage
applications.

Lacks built-in support
for Web services
standards.

Is difficult to use for
quick-turnaround,
low-cost, and mass-
market projects.

ical user interfaces.

Gives developers choice
of working in more
than 20 programming
languages.

Is tightly integrated
with Microsoft’s operat-
ing system and enter-
prise server software.
May cost less, due in
part to built-in applica-
tion server in Windows,
unified management,
and less expensive tools.
Has built-in support for
Web service standards.

technology face a
potentially steep learn-
ing curve.

New run-time infra-
structure lacks maturity.

Questions persist about
the scalability and
transaction capability of
the Windows platform.
Choice of integrated
development environ-
ments is limited.
Getting older applica-
tions to run in new
.NET environment may
require effort.

Source: Carol Silwa, “NET vs. Java,” Computerworld, May 20, 2002, p. 31.




Web Services

FIGURE 4.24
The basic steps in
accomplishing a Web
services application.
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The full release of .NET is expected to take several years to complete, with inter-
mittent releases of products such as a personal security service and new versions of
Windows and Office that implement the .NET strategy coming on the market sepa-
rately. Visual Studio .NET is a development environment that is now available, and
Windows XP supports certain NET capabilities.

The latest version of Java is Java Enterprise Edition 6 (Java EE 6), which has be-
come the primary alternative to Microsoft’s NET software development platform
for many organizations intent on capitalizing on the business potential of Web-based
applications and Web services. Figure 4.23 compares the pros and cons of using
Java EE 6 and .NET for software development.

Web services are software components that are based on a framework of Web and
object-oriented standards and technologies for using the Web that electronically link the
applications of different users and different computing platforms. Thus, Web services
can link key business functions for the exchange of data in real time within the Web-
based applications that a business might share with its customers, suppliers, and other
business parters. For example, Web services would enable the purchasing application
of a business to use the Web to check the inventory of a supplier before placing a large
order, while the sales application of the supplier could use Web services to automatically
check the credit rating of the business with a credit-reporting agency before approving
the purchase. Therefore, among both business and I'T professionals, the term Web services
is commonly used to describe the Web-based business and computing functions or
services accomplished by Web services software technologies and standards.

Figure 4.24 illustrates how Web services work and identifies some of the key tech-
nologies and standards that are involved. The XML language is one of the key technolo-
gies that enable Web services to make applications work between different computing

Uses UDDI Web services
directory to locate desired
Web service.

Web service is translated
to XML, which acts as a

Web service components
communicate via SOAP,
an XML-based protocol
for connecting applications

Web service is delivered
back to client in XML.

Source: Adapted from Bala Iyer, Jim Freedman, Mark Gaynor, and George Wyner, “Web Services:
Enabling Dynamic Business Networks,” Communications of the Association for Information Systems
11 (2003), p. 543.
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Airbus: Flying
on SAP and Web
Services

L 2

platforms. Also important are UDDI (Universal Description, Discovery, and Integra-
tion), the “yellow pages” directory of all Web services and how to locate and use them,
and SOAP (Simple Object Access Protocol), an XML-based protocol of specifications
for connecting applications to the data that they need.

Web services promise to be the key software technology for automating access to
data and application functions between a business and its trading partners. As companies
increasingly move to doing business over the Web, Web services will become essential
for the development of the easy and efficient e-business and e-commerce applications
that will be required. The flexibility and interoperability of Web services will also be es-
sential for coping with the fast-changing relationships between a company and its busi-
ness partners that are commonplace in today’s dynamic global business environment.

European aircraft builder Airbus has implemented a Web services—based travel man-
agement application from SAP as a first step in a planned groupwide migration to a
service-oriented architecture (SOA). The airplane manufacturer is installing the
travel management component of SAP’s ERP software, mySAP, which uses SOA
technology. “The new system replaces a homegrown system at the company’s plant
in France, a Lotus-based system in its Spanish operations, and earlier SAP versions
at facilities in Germany and the United Kingdom,” says James Westgarth, manager
of travel technology procurement at Airbus.

“We like the idea of an open architecture, which SOA enables,” Westgarth says.
“We like the idea of being able to manage everything internally and to cherry-pick
for the best solution in every class.” “Additional components, such as online book-
ing, could also come from SAP—if the software vendor has a superior product for
that application,” says Westgarth.

The decision to deploy a new Web services—based travel management system was
driven in large part by a need to reduce administration costs and improve business
processes.

Airbus has a travel budget of 250 million euros, which is used to help pay for
more than 180,000 trips annually. The company aims to reduce costs by eliminating
the current paper-based reimbursement process, which consumes time and labor,
with a system that enables employees to process their own travel expenses online
from their desktops or mobile devices.

A key benefit for employees: Reimbursement time will be reduced to 3 days
from about 10 days. In addition, the new system allows Airbus to integrate new
service providers more easily into its operations, notes Westgarth. The manufac-
turer has outsourced its valued-added tax reclaim activities to a third party special-
izing in this service. With the help of application link enablers, Westgarth and his
team are able to link their travel management system into the company’s other
SAP applications, including finance and human resources. Airbus has a strategy to
eventually migrate to the mySAP ERP across multiple systems and countries over
a number of years.

“The company chose travel management to pilot mySAP ERP,” says Westgarth.
There have been some issues with the rollout of the travel management application,
Westgarth concedes. “Because we’re the first big company to implement this tech-
nology, we’ve had difficulty finding enough skilled people on the market,” he said.
“And some work was required to integrate the Web interface into our portal.”

But Airbus employees, Westgarth said, like the Web-based application’s new user
interface, the single sign-on and the step-by-step guidance. And the company likes
the flexibility. “No one was talking about low-cost carriers five years ago,” he said.
“We need to adapt to the market and to changing needs.”

Source: Adapted from John Blau, “Airbus Flies on Web Services With SAP,” IDG News Service/ CIO Magazine, June 8, 2006.
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FIGURE 4.25

Using the graphical
programming interface of
a Java programming tool,
Forte for Java, by Sun
Microsystems.
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Various software packages are available to help programmers develop computer pro-
grams. For example, programming language translators are programs that translate
other programs into machine language instruction codes that computers can execute.
Other software packages, such as programming language editors, are called program-
ming tools because they help programmers write programs by providing a variety of
program creation and editing capabilities. See Figure 4.25.

Computer programs consist of sets of instructions written in programming languages
that must be translated by a language translator into the computer’s own machine
language before they can be processed, or executed, by the CPU. Programming lan-
guage translator programs (or language processors) are known by a variety of names. An
assembler translates the symbolic instruction codes of programs written in an assem-
bler language into machine language instructions, whereas a compiler translates high-
level language statements.

An interpreter is a special type of compiler that translates and executes each state-
ment in a program one at a time, instead of first producing a complete machine lan-
guage program, as compilers and assemblers do. Java is an example of an interpreted
language. Thus, the program instructions in Java applets are interpreted and executed
on the fly as the applet is being executed by a client PC.

Software development and the computer programming process have been enhanced
by adding graphical programming interfaces and a variety of built-in development ca-
pabilities. Language translators have always provided some editing and diagnostic
capabilities to identify programming errors or bugs. However, most software devel-
opment programs now include powerful graphics-oriented programming editors and
debuggers. These programming tools help programmers identify and minimize er-
rors while they are programming. Such programming tools provide a computer-
aided programming environment, which decreases the drudgery of programming
while increasing the efficiency and productivity of software developers. Other pro-
gramming tools include diagramming packages, code generators, libraries of reusa-
ble objects and program code, and prototyping tools. All of these programming tools
are an essential part of widely used programming languages like Visual Basic, C+ +,
and Java.

Source: Courtesy of Sun Microsystems.
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CASE Tools

Since the early days of programming, software developers have needed automated
tools. Initially the concentration was on program support tools such as translators,
compilers, assemblers, macroprocessors, and linkers and loaders. However, as com-
puters became more powerful and the software that ran on them grew larger and
more complex, the range of support tools began to expand. In particular, the use of
interactive time-sharing systems for software development encouraged the develop-
ment of program editors, debuggers, and code analyzers.

As the range of support tools expanded, manufacturers began to integrate them
into a single application using a common interface. Such tools were referred to as
CASE tools (computer-aided software engineering).

CASE tools can take a number of forms and be applied at different stages of
the software development process. Those CASE tools that support activities early
in the life cycle of a software project (e.g., requirements, design support tools)
are sometimes called front-end or upper CASE tools. Those that are used later in
the life cycle (e.g., compilers, test support tools) are called back-end or lower
CASE tools.

Exploring the details of CASE tools is beyond the scope of this text, and you will
encounter them again when you study systems analysis and design. For now, remem-
ber that CASE is an important part of resolving the problems of complex application
development and maintenance of software applications.

Software. Computer software consists of two major
types of programs: (1) application software that directs
the performance of a particular use, or application, of
computers to meet the information processing needs of
users and (2) system software that controls and supports
the operations of a computer system as it performs vari-
ous information processing tasks. Refer to Figure 4.2
for an overview of the major types of software.

Application Software. Application software includes a
variety of programs that can be segregated into general-
purpose and application-specific categories. General-
purpose application programs perform common
information processing jobs for end users. Examples
are word processing, electronic spreadsheet, and
presentation graphics programs. Application-specific
programs accomplish information processing tasks
that support specific business functions or processes,
scientific or engineering applications, and other
computer applications in society.

System Software. System software can be subdivided
into system management programs and system develop-
ment programs. System management programs manage
the hardware, software, network, and data resources of
a computer system during its execution of information
processing jobs. Examples of system management
programs are operating systems, network management
programs, database management systems, system utili-
ties, application servers, and performance and security
monitors. Network management programs support

and manage telecommunications activities and network
performance telecommunications networks. Database
management systems control the development, integra-
tion, and maintenance of databases. Utilities are
programs that perform routine computing functions,
such as backing up data or copying files, as part of an
operating system or as a separate package. System
development programs like language translators and
programming editors help IS specialists develop com-
puter programs to support business processes.

Operating Systems. An operating system is an inte-
grated system of programs that supervises the operation
of the CPU, controls the input/output storage functions
of the computer system, and provides various support
services. An operating system performs five basic
functions: (1) a user interface for system and network
communications with users, (2) resource management
for managing the hardware resources of a computer sys-
tem, (3) file management for managing files of data and
programs, (4) task management for managing the tasks a
computer must accomplish, and (5) utilities and other
functions that provide miscellaneous support services.
Programming Languages. Programming languages
are a major category of system software. They require
the use of a variety of programming packages to help
programmers develop computer programs and language
translator programs to convert programming language
instructions into machine language instruction codes.
The five major levels of programming languages are



machine languages, assembler languages, high-level
languages, fourth-generation languages, and object—
oriented languages. Object-oriented languages like Java
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and special-purpose languages like HTML and XML
are being widely used for Web-based business applica-
tions and services.

Key Terms and Concepts

These are the key terms and concepts of this chapter. The page number of their first explanation is given in parentheses.

27. Presentation graphics
software (140)

28. Programming language (157)
29. Software suites (135)

30. Spreadsheet package (139)
31. System software (147)

32. User interface (147)

33. Utilities (156)

34. Virtual memory (150)

35. Web browser (136)

36. Web services (165)

37. Word processing software (138)
38. XML (162)

1. Application service provider 13. Groupware (141)
(ASP) (143) 14. High-level language (158)
2. Application software (130) 15. HTML (161)
3. Assembler language (158) 16. Instant messaging (IM) (137)
4. CASE tools (168) 17. Integrated package (136)
5. Cloud computing (145) 18. Java (164)
6. COTS software (130) 19. Language translator (167)
7. Custom software (130) 20. Machine language (157)
8. Desktop publishing (DTP) (139) 21. Middleware (157)
9. E-mail (137) 22. Multitasking (151)
10. Fourth-generation language (159) 23. Natural language (159)
11. Function-specific application 24. Object-oriented language (160)
software (134)
Lo 25. Operating system (147)
12. General-purpose application i }
programs (130) 26. Personal information manager

(PIM) (141)

Review Quiz

Match one of the previous key terms and concepts with one of the brief examples or definitions that follow. Try to find the
best fit for answers that seem to fit more than one term or concept. Defend your choices.

1. An approach to computing where tasks are as-
signed to a combination of connections, software,
and services accessed over a network.

2. Programs that direct the performance of a specific

use of computers.

3. A system of programs that manages the operations

of a computer system.

4. Companies that own, operate, and maintain ap-

plication software for a fee as a service over the
Internet.

5. Integrated software tool that supports the develop-

ment of software applications.

6. Software designed in-house for use by a specific

organization or set of users.

7. The function that provides a means of communi-

cation between end users and an operating system.

8. Acronym meaning commercial off-the-shelf.

9. Provides a greater memory capability than a

computer’s actual memory capacity.

__10.

11
—12.

—13.

14

— 15,

—__16.
—17.

—_18.
—19.

The ability to do several computing tasks
concurrently.

Converts numeric data into graphic displays.

Translates high-level instructions into machine
language instructions.

Performs housekeeping chores for a computer
system.

A category of application software that per-
forms common information processing tasks for
end users.

Software available for the specific applications of
end users in business, science, and other fields.

Helps you surf the Web.

Uses your networked computer to send and
receive messages.

Creates and displays a worksheet for analysis.

Allows you to create and edit documents.
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__20. Enables you to produce your own brochures and

newsletters.

—21. Helps you keep track of appointments and tasks.

__22. A program that performs several general-purpose

applications.

_23. A combination of individual general-purpose

application packages that work easily together.

— 24. Software to support the collaboration of teams and

workgroups.

_25. Uses instructions in the form of coded strings of

ones and zeros.

_26. Uses instructions consisting of symbols represent-

ing operation codes and storage locations.

__27. Uses instructions in the form of brief statements

or the standard notation of mathematics.

__ 28. Might take the form of query languages and report

generators.

—29. Languages that tie together data and the actions

that will be performed on the data.

_ 30. As easy to use as one’s native tongue.

—31. Includes programming editors, debuggers, and

code generators.

_ 32. Produces hyperlinked multimedia documents for

the Web.

— 33. A Web document content description language.

— 34. A popular object-oriented language for Web-based

applications.

____35. Windows, Linux, and Mac OS are common

examples.

— 36. Software that helps diverse applications work

together.

—37. Enables you to communicate and collaborate

in real time with the online associates in your
workgroup.

— 38. Links business functions within applications for

the exchange of data between companies via
the Web.

Discussion Questions

. What major trends are occurring in software? What
capabilities do you expect to see in future software
packages?

. How do the different roles of system software and
application software affect you as a business end user?
How do you see this changing in the future?

. Refer to the Real World Case on Software-as-a-Service
(SaaS) in the chapter. Do you think GE would have
been better off developing a system specifically custom-
ized to their needs, given that GE’s supply chain is like
nothing else in the world?

. Why is an operating system necessary? That is, why
can’t an end user just load an application program into
a computer and start computing?

. Should a Web browser be integrated into an operating
system? Why or why not?

. Refer to the Real World Case about the U.S. Department
of Defense and its adoption of open-source software in

10.

the chapter. Would such an approach work for a
commercial organization, or is it limited to govern-
ment entities? What would be the most important
differences in each case, if any?

. Are software suites, Web browsers, and groupware

merging together? What are the implications for a
business and its end users?

. How are HTML, XML, and Java affecting business

applications on the Web?

. Do you think Linux will surpass, in adoption and use,

other operating systems for network and Web servers?
Why or why not?

Which application software packages are the most
important for a business end user to know how to use?
Explain the reasons for your choices.

Analysis Exercises

Complete the following exercises as individual or group projects that apply chapter concepts to real-world business situations.

1. Desktop Application Recognition a. Surf the Web and their intranets and
Tool Selection extranets.
ABC Department Stores would like to acquire software b. Send messages to one another’s computer

to do the following tasks. Identify which software pack-
ages they need. c. Help employees work together in teams.

workstations.



d. Use a group of productivity packages that work
together easily.

e. Help sales reps keep track of meetings and sales calls.

f. Type correspondence and reports.

g. Analyze rows and columns of sales figures.

h. Develop a variety of graphical presentations.

. Y2K Revisited

The End of Time

Decades ago, programmers trying to conserve valu-
able storage space shortened year values to two digits.
This shortcut created what became known as the
“Y2K” problem or “millennium bug” at the turn of
the century. Programmers needed to review billions
of lines of code to ensure important programs would
continue to operate correctly. The Y2K problem
merged with the dot-com boom and created a tre-
mendous demand for information technology em-
ployees. Information system users spent billions of
dollars fixing or replacing old software. The I'T in-
dustry is only now beginning to recover from the
postboom slump. Could such hysteria happen again?
It can and, very likely, it will.

Today, most programs use several different
schemes to record dates. One scheme, POSIX time,
widely employed on UNIX-based systems, requires a
signed 32-bit integer to store a number representing
the number of seconds since January 1, 1970. “0” rep-
resents midnight on January 1, “10” represents 10 sec-
onds after midnight, and “—10” represents 10 seconds
before midnight. A simple program then converts
these data into any number of international date
formats for display. This scheme works well because
it allows programmers to subtract one date/time from
another date/time and directly determine the interval
between them. It also requires only 4 bytes of storage
space. But 32 bits still calculates to a finite number,
whereas time is infinite. As a business manager, you
will need to be aware of this new threat and steer your
organization away from repeating history. The follow-
ing questions will help you evaluate the situation and
learn from history.

a. If 1 represents 1 second and 2 represents 2 seconds,
how many seconds can be represented in a binary
number 32 bits long? Use a spreadsheet to show
your calculations.

b. Given that POSIX time starts at midnight, January 1,
1970, in what year will time “run out”? Remem-
ber that half the available numbers represent dates
before 1970. Use a spreadsheet to show your
calculations.

c. As a business manager, what can you do to minimize
this problem for your organization?

. Tracking Project Work

Queries and Reports

You are responsible for managing information systems
development projects at AAA Systems. To better track
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progress in completing projects, you have decided to
maintain a simple database table to track the time your
employees spend on various tasks and the projects with
which they are associated. It will also allow you to keep
track of employees’ billable hours each week. The table
below provides a sample data set.

a. Build a database table to store the data shown and
enter the records as a set of sample data.

b. Create a query that will list the hours worked for all
workers who worked more than 40 hours during
production week 20.

c. Create a report grouped by project that will show
the number of hours devoted to each task on the
project and the subtotal number of hours devoted
to each project, as well as a grand total of all hours
worked.

d. Create a report grouped by employee that will show
each employee’s hours worked on each task and total
hours worked. The user should be able to select a
production week and find data for just that week
presented.

4. Matching Training to Software Use
3-D Graphing
You have the responsibility to manage software training
for Sales, Accounting, and Operations Department
workers in your organization. You have surveyed the
workers to get a feel for the amounts of time spent us-
ing various packages, and the results are shown below.
The values shown are the total number of workers in
each department and the total weekly hours the depart-
ment’s workers spend using each software package. You
have been asked to prepare a spreadsheet summarizing
these data and comparing the use of the various pack-
ages across departments.

Department Employees  Spreadsheet Database Presentations

Sales 225 410 1,100 650
Operations 75 710 520 405
Accounting 30 310 405 50

a. Create a spreadsheet illustrating each application’s
average use per department. To do this, you will first
enter the data shown above. Then compute the
average weekly spreadsheet use by dividing spread-
sheet hours by the number of Sales workers. Do this
for each department. Repeat these three calculations
for both database and presentation use. Round
results to the nearest 1/100th.

b. Create a three-dimensional bar graph illustrat-
ing the averages by department and software
package.

c. A committee has been formed to plan software
training classes at your company. Prepare a
slide presentation with four slides illustrating
your findings. The first slide should serve as an
introduction to the data; the second slide should
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contain a copy of the original data table (without
the averages); the third slide should contain a copy
of the three-dimensional bar graph from the previ-
ous answer; and the fourth slide should contain

your conclusions regarding key applications per
department. Use professional labels, formatting,
and backgrounds.

Project_Name Task_Name Employee_ID Production_Week Hours_Worked
Fin-Goods-Inv App. Devel. 456 21 42
Fin-Goods-Inv DB Design 345 20 20
Fin-Goods-Inv UI Design 234 20 16
HR Analysis 234 21 24
HR Analysis 456 20 48
HR UI Design 123 20 8
HR UI Design 123 21 40
HR UI Design 234 21 32
Shipmt-Tracking DB Design 345 20 24
Shipmt-Tracking DB Design 345 21 16
Shipmt-Tracking DB Development 345 21 20
Shipmt-Tracking UI Design 123 20 32
Shipmt-Tracking UI Design 234 20 24
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Wolf Peak International: Failure and

Success in Application Software for
the Small-to-Medium Enterprise

ne of the hazards of a growing small business is a

software upgrade. If you pick the wrong horse,

you may find yourself riding in the wrong direc-
tion. Correcting your course may mean not only writing off
your first upgrade selection but then going through the ago-
nizing process of finding a better software solution for your
company. That’s what happened to Wolf Peak International
of Layton, Utah, which designs and manufactures eyewear
for the safety, sporting, driving, and fashion industries.
Founded in 1998, the privately held small to midsize enter-
prise (SME) also specializes in overseas production, sourc-
ing, importing, and promotional distribution services.

In Wolf Peak’s early days, founder-owner Kurt Daems
was happy using QuickBooks to handle accounting chores.
The package is user friendly and allowed him to drill down
to view transaction details or combine data in a variety of
ways to create desired reports. As the company prospered,
however, it quickly outgrew the capabilities of QuickBooks.

“As Wolf Peak got bigger, the owner felt the need to
get into a more sophisticated accounting system,” says
Ron Schwab, CFO at Wolf Peak International. “There
were no financial people in-house at the time the decision
was made to purchase a replacement for QuickBooks, and
the decision was made without a finance person in place to
review it.”

Wolf Peak selected one of several accounting software
packages promoted to growing SMEs. By the time Schwab
joined the company, the package had been installed for six
months, following an implementation period that lasted a
full year. “The biggest difficulty for QuickBooks users is to
go from a very friendly user interface and the ability to find
information easily to a more sophisticated, secured, batch-
oriented accounting system that became an absolute night-
mare to get data out of,” notes Schwab. “So the company
paid a lot of money to have this new accounting system, but
nobody knew how to go in and extract financial or opera-
tional data used to make critical business decisions.”

There were other problems. Developing reusable re-
ports was difficult, time-consuming, and expensive. The
company paid I'T consultants to develop reports for specific
needs, some of which still had not been delivered, months
after they were commissioned. Ad hoc reporting was simi-
larly intractable. Furthermore, the company’s prior-year his-
tory in QuickBooks could not be converted into the new
accounting package. A situation like this creates serious
problems.

Accustomed to keeping close tabs on the company’s op-
erations, Daems found that he simply could not get the infor-
mation he wanted. He began to lose track of his business. “He
got so fed up he finally came to me and said he was ready to
look at a SAP software alternative he’d heard about,” Schwab
recalls. “He wasn’t ready to buy it, though, because he’d just
sunk a lot of money into the new accounting package.”

One year after Wolf Peak had switched over to the new
accounting software, Schwab called the offices of Jour-
ney TEAM, a local SAP services partner, and asked their
software consultants to demonstrate the SAP Business One
software suite.

SAP Business One is an integrated business manage-
ment software package designed specifically for SMEs like
Wolf Peak: The application automates critical operations
including sales, finance, purchasing, inventory, and manu-
facturing and delivers an accurate, up-to-the-minute view
of the business. Its relative affordability promises a rapid re-
turn on investment, and its simplicity means users have a
consistent, intuitive environment that they can learn quickly
and use effectively.

“We had a wish list from various company employees
asking for a variety of capabilities,” recalls Schwab. “The
JourneyTEAM people came in and demonstrated all those
functionalities and more. They even generated four or five
reports that we had spent several thousand dollars and sev-
eral months trying to get from our other software consult-
ants and had not yet received. Based on our data that they
had input into Business One, Journey TEAM put those re-
ports together in an afternoon.”

Daems still had a few reservations: He needed the buy-
in of his VP of sales and was concerned about cost. He still
wasn’t ready to write off the recently installed accounting
software.

JourneyTEAM came in and gave another presentation
for the Wolf Peak sales team and, following that, came
back with an acceptable quote. With some pain, but also
considerable relief, Daems wrote off the existing account-
ing package. “We felt the benefits of SAP Business One far
outweighed the costs and time already invested in that soft-
ware system,” Daems says.

Implementation of Business One took just seven weeks
from the day of the initial sales presentation. “We imple-
mented SAP Business One during our busiest period of the
year with no disruptions,” notes Schwab. “It went better
than I expected, in particular the cutover and conversion to
Business One. Journey TEAM did an amazing job of getting
all our old records converted with no real problems at all.
We met our June 30 deadline and cutover during the suc-
ceeding long weekend without incident.”

Schwab’s enthusiasm for SAP Business One is high.
“This is the best accounting program I've ever worked
with,” he says. “I can drill down to anything I want. And
with the XL Reporter tool, I can build reports on the fly.”

Business One includes a seamlessly integrated reporting
and financial analysis tool called XL Reporter that works
with Microsoft Excel to provide instant access to financial
and operational data. It reports on live data drawn from a
variety of sources including general ledger, receivables, pay-
ables, sales, purchasing, and inventory software. “Now we’re
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building the reports we want,” says Schwab. “To have a pro-
gram like XL Reporter that lets us build custom reports,
preset regular updates, and then work within Microsoft
Excel—that’s hugely valuable to us. Nobody else offers the
ability to do ad hoc queries so easily. Even people who aren’t
serious programmers can go in and create the documents
they need within the limits of their authorizations. So I
highly recommend it.”

For years, Daems had been running an open receiva-
bles report that presents, for example, all the invoices that
are 15 days past due and greater than $450. Unfortunately,
he simply could not run a report like that with the software
package he bought to replace his old QuickBooks program.
That situation has now changed.

“With SAP Business One, we can go in there and ask for
those parameters and then sort it by oldest, biggest amount,
or customer,” says Schwab. “And it’s paperless. The accounts
receivable person doesn’t have to print anything out and
then write a bunch of notes on it and type them into the
system for someone else to find. It’s all right there.”

Wolf Peak also requires a very complicated commissions
report, used to generate the checks that go out to the com-
pany’s commissioned sales representatives, who receive indi-
vidualized reports as well. The previous consultants were
unable to deliver this set of reports. Journey TEAM was able
to develop it on Business One in an afternoon.

Wolf Peak is already expanding its use of SAP Business
One into other areas. The company has applied the software
to warehouse management, where it enables Wolf Peak to
manage inventory, receiving, warehouse delivery, shipping,
and all the other aspects of the warehousing task. Inventory
is one of the company’s biggest assets, and it has to be man-
aged well. “We have an audit report that lists all of the

1. What problems occurred when Wolf Peak upgraded
from QuickBooks to a new accounting software pack-
age? How could these problems have been avoided?

2. Why did SAP’s Business One prove to be a better
choice for Wolf Peak’s management than the new ac-
counting software? Give several examples to illustrate
your answer.

3. Should most SMEs use an integrated business software
suite like SAP Business One instead of specialized
accounting and other business software packages? Why
or why not?

inventory, the current on-hand quantity, and the demands
on it through sales orders or outstanding purchase orders,”
Schwab says.

This report then lists the value of that inventory and
allows Schwab to look at the activity against any inventory
item during any period. Beyond that, it enables him to drill
down to the actual invoices that affect that inventory item.
“We want to minimize what we have on hand,” he says,
“but we always have to be sure we have enough to meet our
customers’ needs. Business One lets us do that.”

Wolf Peak’s management has also begun using the cus-
tomer relationship management (CRM) functionality within
Business One to assist with its collection of receivables. The
company’s plan is to extend its use of the software to develop
and track sales opportunities as well. Three months follow-
ing its installation, Wolf Peak is quite happy with its decision
to go with SAP’s Business One software. “Reports that used
to take months to create—if we could get them at all—can
now be created in minutes,” says Schwab.

A less tangible but no less important benefit is the re-
newed confidence Business One brings to management. “A
company’s greatest untapped asset is its own financial infor-
mation,” says Schwab. “SAP Business One creates an envi-
ronment where the decision makers get the information
they want on a timely basis, in a format they can use. It’s
amazing what happens when management begins to see
what is really happening inside the enterprise. Business One
delivers useful information to help make good business
decisions—and that’s really the bottom line. This is a busi-
ness management tool.”

Source: Adapted from SAP America, “Wolf Peak: Making the Best Choice to

Support Growth,” SAP Businesslnsights, March 2007; Journey TEAM, “Wolf
Peak Success Story—SAP Business One,” ABComputer.com, March 2007.

—t

1. This case demonstrates failure and success in the soft-
ware research, selection, and installation process, as
well as some major differences among business applica-
tion software packages in capabilities, such as ease of
use and information access for employees and manage-
ment. Search the Internet to find several more examples
of such success and failure for software suites like SAP
Business One or Oracle E-Business Suite and special-
ized business packages like QuickBooks or Great Plains
Accounting.

2. Break into small groups with your classmates to discuss
several key differences you have found on the basis of
your Internet research. Then make recommendations
to the class for how these differences should shape
the business application software selection decision
for an SME.
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power consortium that distributes a mix of “green”

and conventional electricity is implementing an

XML-based settlements system that drives costs
out of power distribution. The Northern California Power
Agency (NCPA) is one of several state-chartered coordinators
in California that schedules that delivery of power to the
California power grid and then settles the payment due to
suppliers. NCPA sells the power generated by the cities of
Palo Alto and Santa Clara, as well as hydro- and geothermal
sources farther north.

Power settlements are a highly regulated and compli-
cated process. Each settlement statement contains how much
power a particular supplier delivered and how much was used
by commercial vs. residential customers, and the two have
different rates of payment. The settlements are complicated
by the fact that electricity meters are read only once every
90 days; many settlements must be based on an estimate of
consumption that gets revised as meter readings come in.

On behalf of a supplier, NCPA can protest that fees for
transmission usage weren’t calculated correctly, and the dis-
pute requires a review of all relevant data. Getting one or
more of these factors wrong is commonplace. “Power set-
tlements are never completely settled,” says Bob Caracristi,
manager of power settlements for NCPA. “Negotiations
over details may still be going on a year or two after the
power has been delivered.”

Furthermore, “the enormity of the data” has in the past
required a specialist vendor that creates software to analyze
the massive settlement statements produced by the grid’s
manager, the California Independent System Operator.
NCPA sought these vendor bids three years ago and re-
ceived quotes that were “several hundred thousand dollars a
year in licensing fees and ongoing maintenance,” remarks
Caracristi. The need for services from these customized
systems adds to the cost of power consumption for every
California consumer.

Faced with such a large annual expense, NCPA sought
instead to develop the in-house expertise to deal with the
statements. Senior programmer analyst Carlo Tiu and his
team at NCPA used Oracle’s XML-handling capabilities to
develop a schema to handle the data and a configuration file
that contained the rules for determining supplier payment
from the data. That file can be regularly updated, without
needing to modify the XML data themselves. In doing so,
the NCPA gained a step on the rest of the industry, as the
California Independent System Operator started requiring
all of its vendors to provide power distribution and billing
data as XML files. NCPA has already tested its ability to
process XML settlement statements automatically and has
scaled out its Oracle system to 10 times its needs “without
seeing any bottlenecks,” says Tiu.

Being able to process the Independent System Operator
statements automatically will represent huge cost savings to
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Power Distribution and Law
Enforcement: Reaping the Benefits
of Sharing Data through XML

NCPA, according to IS manager Tom Breckon. “When set-
tlement statements come in,” Breckon says, “NCPA has
eight working days to determine where mistakes may have
been made. If we fail to get back to [the California Inde-
pendent System Operator], we lose our chance to reclaim
the monies from corrections.” Yet, he acknowledges, “we
can’t inspect that volume of data on a manual basis.”

Gaining the expertise to deal with settlements as XML
data over the past three years has cost NCPA the equivalent
of one year’s expense of a manager’s salary. Meanwhile,
NCPA has positioned itself to become its own statement
processor and analyzer, submit disputes to the California In-
dependent System Operator for corrections, and collect
more of those corrected payments for members on a timely
basis. “In my opinion,” says Breckon, “everybody will be do-
ing it this way five years from now. It would reduce costs for
all rate payers.”

In the state of Ohio, almost 1,000 police departments
have found critical new crime-fighting tools by gaining
access to the digital records kept by neighboring law en-
forcement agencies. The Ohio Law Enforcement Gateway
Search Engine is an Internet-based tool that can securely
comb through numerous crime databases using a single
log-in and query, making it easier to use than separate
crime databases. For police officers, searching for informa-
tion on a suspect or a rash of crimes used to require manu-
ally logging into several separate crime databases, which
could take hours. Now, officers in even the smallest com-
munities can log in just once and quickly gain access to
criminal information.

The project, which began in 2003, faced a major hurdle:
finding a way to get the disparate crime information systems
to interoperate with each other. “Everybody wants to share,
but nobody wants to use the same product,” says Chief Gary
Vest of the Powell, Ohio, Police Department, near Colum-
bus. In a major metropolitan area in Ohio, there can be 30
different police departments, each using different products
that aren’t linked, he says. “That made it difficult for local
departments to link suspects and crimes in neighboring
jurisdictions.”

"To make the systems compatible, crime records manage-
ment vendors rewrote their software so that data from par-
ticipating departments could be converted into the gateway
format for easier data sharing. The vendors used a special
object-oriented Global Justice XML Data Model and inter-
operability standards developed by the U.S. Department of
Justice for such purposes. What makes this project different
from other fledgling police interoperability programs in the
United States is that it’s a standards-based system. “You
don’t have to throw out your vendor to play,” notes Vest.

So far, Ohio police can’t search on criminal “M.QO.’,”
but that capability is being worked on. By combing local
police records, officers can search for a suspect’s name even
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before it’s in the national databases or other larger data re-
positories, says Vest. “You're a step earlier.” Other regional
police interoperability projects are in progress around the
nation, but this is believed to be the first statewide effort.

In San Diego County, police agencies have been sharing
crime data for 25 years using a custom program called the
Automated Regional Justice Information System (ARJIS).
Barbara Montgomery, project manager for ARJIS, says it
differs from the Ohio initiative because it is mainframe-
based and all police agencies have to use the same software
to access information. Such data-sharing programs are not
widespread in the United States because of their cost, espe-
cially for smaller police departments, she says. In fact, ARJIS
was made possible only after a number of departments
pooled their money.

“No single police department could afford to buy [the
hardware and the skills of] a bunch of computer program-
mers so it was truly a ‘united we stand, divided we fall’ ap-
proach,” Montgomery says. “The next generation of ARJIS is
being planned now, with the system likely to evolve over the
next few years from its mainframe roots to a server-based en-
terprise architecture for more flexibility,” says Montgomery.

Along the same lines, the Florida Department of Law
Enforcement will begin work on a $15 million project to
integrate the back-end systems of 500 law enforcement

1. What is the business value of XML to the organizations
described in the case? How are they able to achieve
such large returns on investment?

2. What are other ways in which XML could be used by
organizations to create value and share data? Look for
examples involving for-profit organizations to gain a
more complete perspective on the issue.

3. What seem to be important elements in the success of
projects relying on extensive use of XML across organi-
zations, and why? Research the concept of metadata to
inform your answer.

organizations across the state. In many cases, investigators
in Florida law enforcement offices now gather information
from other departments in the state via telephone or e-mail.
The Florida Law Enforcement Exchange project promises
to provide access to statewide law enforcement data with a
single query, says state’s CIO Brenda Owens, whose I'T unit
is overseeing the project.

“Our goal is to provide seamless access to data across the
state,” says Owens. “An operator sitting at a PC in a police
department doesn’t know or care what the data look like;
they can put the inquiry in and get the information back.”

Large integration projects such as this often derail be-
cause it’s difficult to get different groups to agree on metadata
types. “The metadata management or understanding the
common elements is a huge part of [an integration project],”
notes Ken Vollmer, an analyst at Forrester Research. “Trying
to combine information from two agencies—that is hard
enough. In Florida, you’re talking 500 agencies, and they have
to have some software to help them determine what the com-
mon data elements are.”

Source: Adapted from Charles Babcok, “Electricity Costs Attacked through
XML,” InformationWeek, December 26, 2007; Todd Weiss, “Ohio Police Use
Specialized Software to Track Data (and Bad Guys),” Computerworld, June 23,
2006; and Heather Havenstein, “Florida Begins Linking Its Law Enforcement
Agencies,” Computerworld, February 13, 2006.

—

1. XBRL stands for eXtensible Business Reporting Lan-
guage, and it is one of the family of XML languages that
is becoming standard for business communication across
companies. Among other uses, the Securities and Ex-
change Commission has run a voluntary XBRL filing
program since 2005. Go online and research the current
status of XBRL implementation and adoption, including
examples of companies that are already using it for busi-
ness purposes. Prepare a report to share your findings.

2. Investigate other large-scale, systemwide implementa-
tions of XML such as the one described in the case in-
volving the California Independent System Operator.
Prepare a presentation with the proposed or realized
costs and benefits of those efforts and share your find-
ings with the class.
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. Explain the business value of implementing data

resource management processes and technologies
in an organization.

. Outline the advantages of a database manage-

ment approach to managing the data resources
of a business, compared with a file processing
approach.

. Explain how database management software helps

business professionals and supports the operations
and management of a business.

. Provide examples to illustrate each of the follow-

ing concepts:
a. Major types of databases.

. Data warehouses and data mining.

b

c. Logical data elements.

d. Fundamental database structures.
e

. Database development.
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Database
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Fundamental
Data Concepts

Character

Field

Record

Technical Foundations of
Database Management

Just imagine how difficult it would be to get any information from an information sys-
tem if data were stored in an unorganized way or if there were no systematic way to re-
trieve them. Therefore, in all information systems, data resources must be organized
and structured in some logical manner so that they can be accessed easily, processed ef-
ficiently, retrieved quickly, and managed effectively. Data structures and access methods
ranging from simple to complex have been devised to organize and access data stored by
information systems efficiently. In this chapter, we will explore these concepts, as well as
the managerial implications and value of data resource management. See Figure 5.1.

It is important to appreciate from the beginning the value of understanding data-
bases and database management. In today’s world, just about every piece of data you
would ever want to access is organized and stored in some type of database. The ques-
tion is not so much “Should I use a database?” but rather “What database should I
use?” Although many of you will not choose a career in the design of databases, all of
you will spend a large portion of your time—whatever job you choose—accessing data
in a myriad of databases. Most database developers consider accessing the data to be
the business end of the database world, and understanding how data are structured,
stored, and accessed can help business professionals gain greater strategic value from
their organization’s data resources.

Read the Real World Case 1 on the use of data for crime fighting and law enforcement.
We can learn a lot about the many uses of data assets from this case.

Before we go any further, let’s discuss some fundamental concepts about how data are
organized in information systems. A conceptual framework of several levels of data has
been devised that differentiates among different groupings, or elements, of data. Thus,
data may be logically organized into characters, fields, records, files, and databases, just as
writing can be organized into letters, words, sentences, paragraphs, and documents.
Examples of these logical data elements are shown in Figure 5.2.

"The most basic logical data element is the character, which consists of a single alphabetic,
numeric, or other symbol. You might argue that the bit or byte is a more elementary data
element, but remember that those terms refer to the physical storage elements provided
by the computer hardware, as discussed in Chapter 3. Using that understanding, one way
to think of a character is that it is a byte used to represent a particular character. From a
user’s point of view (i.e., from a logical as opposed to a physical or hardware view of data),
a character is the most basic element of data that can be observed and manipulated.

The next higher level of data is the field, or data item. A field consists of a grouping of
related characters. For example, the grouping of alphabetic characters in a person’s
name may form a name field (or typically, last name, first name, and middle initial
fields), and the grouping of numbers in a sales amount forms a sales amount field.
Specifically, a data field represents an attribute (a characteristic or quality) of some
entity (object, person, place, or event). For example, an employee’s salary is an at-
tribute that is a typical data field used to describe an entity who is an employee of a
business. Generally speaking, fields are organized such that they represent some logi-
cal order, for example, last_name, first_name, address, city, state, and zip code.

All of the fields used to describe the attributes of an entity are grouped to form a
record. Thus, a record represents a collection of attribures that describe a single
instance of an entity. An example is a person’s payroll record, which consists of data
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Beyond Street Smarts:

Data-Driven Crime Fighting

n a Saturday afternoon last summer, Mark Rasch

took his son to his baseball game at a park in

Georgetown, Maryland. The ballpark is located
in an area that has zone parking with a two-hour limit. Rasch
was forced to park in a spot that was a bit of a hike from the
ball field. He later eyed an opening closer to the park and
moved his car there.

The game ended. Rasch packed up and was ready to pull
away when he noticed a parking enforcement officer writing
tickets. “I'm OK, right?” he asked, assuming that because he
had moved his car she wouldn’t know he’d been parked in
the zone for more than two hours.

Wrong. The officer not only knew that he had moved his
car but when and how long he’d been parked within the zone.

Fortunately, she didn’t write him a ticket as he was about
to pull out. But the encounter left Rasch, who is a lawyer and
a cybersecurity consultant, a little spooked at the realization
of just how much information law enforcement is generating.

If there was a time when law enforcement agencies suf-
fered from an information deficit, it has passed. Of the more
than 18,000 law enforcement agencies across the United
States, the vast majority has some form of technology for
collecting crime-related data in digital form. The biggest
city agencies have sophisticated data warehouses, and even
the most provincial are database savvy.

So it’s not surprising that law enforcement and criminal
justice agencies are running into the same data-related prob-
lems that CIOs have been experiencing for years: ensuring
data quality and accessibility, developing and enforcing

FIGURE 5.1

Source: © Thinkstock/PunchStock.

standards for interoperability, and exploiting those digital
resources in the most effective manner.

The era of data-driven law enforcement began in the early
1990s in New York City. There, police chief William Bratton
sought to impress newly elected mayor Rudolph Giuliani with
a radical approach to policing that came to be known as Comp-
Stat. CompStat put an emphasis on leveraging data—accurate,
detailed, and timely—to optimize police work.

“Police departments are powerful collectors of data,” says
Michael Berkow, president of Altegrity Security Consulting
(ASC), a newly launched division of security firm Altegrity.
Before joining ASC last month, Berkow was chief of the
Savannah-Chatham police department, and before that he was
second in command to Bratton in Los Angeles after Bratton left
New York to be chief of the Los Angeles Police Department.

Police departments were motivated to implement or
upgrade IT systems by the Y2K frenzy, Berkow says. “By
2000-2001, everybody had some level of digital informa-
tion,” he says.

That and CompStat led to a movement known by the
initials ILP, which stand for “information-led policing” or,
according to some, “intelligence-led policing.”

The concept is simple: Leverage data to help position
limited police resources where they can do the most good.
It’s an effort to be more proactive, to “change the environ-
ment,” Berkow says, from the reactive, response-oriented
methods of the past.

To a great extent, data are about the context of criminal
behavior. “We know that the same small group of criminals is
responsible for a disproportionate amount of crime,” says
Berkow. Police refer to that group as PPOs: persistent prolific
offenders. Past criminal behavior, such as domestic violence,
can be a strong indicator of potential future problems. When
Berkow was chief in Savannah, his department went through
data on recent homicide cases and noticed an interesting data
point: Of about 20 arrests for homicide, 18 of those people had
prior arrests for possession of firearms. “We started this very
detailed review of every aspect of our gun arrests,” he says.

Law enforcement officials often refer to the need for ac-
tionable information. One of the first ways police agencies
used incident-report data in digital form was in conjunction
with geographical information systems, in support of what’s
known as electronic crime mapping, or hot-spot analysis.

Police in the city of Edmonton, Alberta, brought in
data analysis technology from business intelligence vendor
Cognos (now part of IBM) a few years ago. In their first
project, police officials concentrated on using the reporting
tool in conjunction with a new geographic-based resource
deployment model being implemented by the agency. “Our
business analytics reports became a key component of how
we deployed policemen around the city,” says John Warden,
staff sergeant in the business performance section of the
Edmonton Police Service.
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Now the agency is using the data to plot criminal activ-
ity according to both geographic area and comparative his-
tory. “We’re really delving into those analytics in terms of
place and time,” says Warden. The holy grail of informa-
tion-led policing is what’s referred to as predictive policing:
being able to predict where and when crimes may occur.

That’s where Chicago wants to go. The Chicago Police
Department operates what Jonathan Lewin, commander of
information services, refers to as “the largest police transaction
database in the United States.” Costing $35 million, Chicago’s
Citizen and Law Enforcement Analysis and Reporting
(CLEAR) system processes “all the arrests for all the depart-
ments in Cook county—about 120—in real time,” Lewin says,
and 450 local, state, and federal law enforcement agencies have
query access to it. Lewin’s I'T shop has about 100 staffers and
employs between 10 and 20 contract workers from Oracle,
whose database technology the system is based on.

Chicago’s police department is working with the Illinois
Institute of Technology (II'T), by way of a $200,000 grant
from the National Institute of Justice, on an “initial explora-
tion” of a predictive policing model. The grant was awarded
partly on the basis of work done by Dr. Miles Wernick of
IIT in the area of medical imaging and pattern recognition,
and the project involves exploring “nontraditional disci-
plines” and how they might apply to crime projection.
“We’re going to be using all the data in the CLEAR system,”
Lewin says, including arrests, incidents, calls for service,
street-gang activity, as well as weather data and community
concerns such as reports of streetlights out. “This model will
seek to use all these variables in attempting to model future
patterns of criminal activity,” he says.

SPSS is a name often associated with predictive policing.
The statistical-analysis software developer, recently acquired
by IBM, has customer histories that tout the success of its
tools in the criminal justice environment, such as the Mem-
phis, Tennessee, police force, which SPSS says reduced rob-
beries by 80 percent by identifying a particular hot spot and
proactively deploying resources there.

But can software really predict crime? “It’s not a binary
yes or no; it’s more of an assessment of risk—how probable
something is,” says Bill Haffey, technical director for the
public sector at SPSS.

1. What are some of the most important benefits derived
by the law enforcement agencies mentioned in the case?
How do these technologies allow them to better fight
crime? Provide several examples.

B

How are the data-related issues faced by law enforce-
ment similar to those that could be found in companies?
How are they different? Where do these problems
come from? Explain.

w

Imagine that you had access to the same crime-related
information as that managed by police departments.
How would you analyze this information, and what
actions would you take as a result?

The private sector is also doing its part. CargoNet, the
first-ever national database of truck theft information, is a
joint project from insurance data provider ISO and the Na-
tional Insurance Crime Bureau (NICB). CargoNet will col-
lect up to 257 fields of data detailing everything from
destination, plate number, and carrier; to the time, data, and
location of the theft; to serial numbers and other identifying
details on the stolen goods. Refreshed several times per day,
CargoNet is expected to track more than 10,000 events per
year, driving both a national alerting system and a corre-
sponding truck stop watch program.

Truck theft happens mostly on weekends, and it’s rife
around the Los Angeles basin, Atlanta, Miami, Dallas/Ft.
Worth, and Memphis, Tennessee. Trucks and trailers typi-
cally slip away in the dark of night from truck stops, rest ar-
eas, distribution centers, and transfer points. The goods
most often hit are consumer electronics, food, wine and spir-
its, clothing, and other items easily sold on the street.

These historical patterns are well known, but cops on
the beat need up-to-the-minute information on the latest
truck stops and distribution centers hit, the time of day per-
petrators strike, and the type of goods stolen.

Carriers and manufacturers want fresh, nationwide in-
formation so they can change the timing of deliveries and
avoid specific truck stops and routes. Insurers want a single
source of data so they can get a better gauge risk and bring
the problem under control nationwide.

All this collecting, warehousing, and mining crime-
related data begs the question: How much is too much? The
Georgetown incident still bothers Rasch. “What it meant
was that D.C. was keeping a database of people who are le-
gally parked,” says Rasch, which, from a privacy standpoint,
is “more intrusive than chalking the tires.”

Pertinent questions include: How long do they hold onto
that data? And with whom do they share it? It’s an important
discussion to have, both in terms of privacy and effective po-
lice methods. After all, as Rasch points out, it was a parking
ticket that led to the arrest of serial killer Son of Sam.

Source: Adapted from John Soat, “Beyond Street Smarts,” InformationWeek,
November 16, 2009; and Doug Henschen, “ National Database Tracks Truck
Thefts,” InformationWeek, January 26, 2010.

—

1. The case discusses many issues related to data quality,
sharing, and accessibility that both government bodies
and for-profit organizations face. Go online and re-
search how these issues manifest themselves in compa-
nies, and some of the approaches used to manage them.
Would those apply to police departments? Prepare a
report to share your findings.

2. The case discusses the large volume of very detailed in-
formation collected daily by law enforcement agencies.
Knowing this, how comfortable do you feel about the
storing and sharing of that data? What policies would
you put in place to assuage some of those concerns?
Break into small groups with your classmates to discuss
these issues and arrive at some recommendations.
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FIGURE 5.2  Examples of the logical data elements in information systems. Note especially the examples of how data
fields, records, files, and databases relate.
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fields describing attributes such as the person’s name, Social Security number, and rate
of pay. Fixed-length records contain a fixed number of fixed-length data fields. Variable-
length records contain a variable number of fields and field lengths. Another way of
looking at a record is that it represents a single instance of an entity. Each record in an
employee file describes one specific employee.

Normally, the first field in a record is used to store some type of unique identifier
for the record. This unique identifier is called the primary key. The value of a pri-
mary key can be anything that will serve to uniquely identify one instance of an entity,
and distinguish it from another. For example, if we wanted to uniquely identify a sin-
gle student from a group of related students, we could use a student ID number as a
primary key. As long as no one shared the same student ID number, we would always
be able to identify the record of that student. If no specific data can be found to serve
as a primary key for a record, the database designer can simply assign a record a unique
sequential number so that no two records will ever have the same primary key.

A group of related records is a data file (sometimes referred to as a table or flat file).
When it is independent of any other files related to it, a single table may be referred to as
a flat file. As a point of accuracy, the term flat file may be defined either narrowly or more
broadly. Strictly speaking, a flat file database should consist of nothing but data and de-
limiters. More broadly, the term refers to any database that exists in a single file in the
form of rows and columns, with no relationships or links between records and fields
except the table structure. Regardless of the name used, any grouping of related records
in tabular (row-and-column form) is called a file. Thus, an employee file would contain
the records of the employees of a firm. Files are frequently classified by the application
for which they are primarily used, such as a payroll file or an inventory file, or the type of
data they contain, such as a document file or a graphical image file. Files are also classified
by their permanence, for example, a payroll master file versus a payroll weekly transaction
file. A transaction file, therefore, would contain records of all transactions occurring dur-
ing a period and might be used periodically to update the permanent records contained
in a master file. A history file is an obsolete transaction or master file retained for backup
purposes or for long-term historical storage, called archival storage.

A database is an integrated collection of logically related data elements. A database
consolidates records previously stored in separate files into a common pool of data
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FIGURE 5.3

Some of the entities and
relationships in a simplified
electric utility database.
Note a few of the business
applications that access the
data in the database.
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Source: Adapted from Michael V. Mannino, Database Application Development
and Design (Burr Ridge, IL: McGraw-Hill/Irwin, 2001), p. 6.

elements that provides data for many applications. The data stored in a database are
independent of the application programs using them and of the type of storage devices
on which they are stored.

Thus, databases contain data elements describing entities and relationships among
entities. For example, Figure 5.3 outlines some of the entities and relationships in a
database for an electric utility. Also shown are some of the business applications (bill-
ing, payment processing) that depend on access to the data elements in the database.

As stated in the beginning of the chapter, just about all the data we use are stored
in some type of database. A database doesn’t need to look complex or technical to be a
database; it just needs to provide a logical organization method and easy access to the
data stored in it. You probably use one or two rapidly growing databases just about
every day: How about Facebook, MySpace, or YouTube?

All of the pictures, videos, songs, messages, chats, icons, e-mail addresses, and eve-
rything else stored on each of these popular social networking Web sites are stored as
fields, records, files, or objects in large databases. The data are stored in such a way to
ensure that there is easy access to it, it can be shared by its respective owners, and it
can be protected from unauthorized access or use. When you stop to think about how
simple it is to use and enjoy these databases, it is easy to forget how large and complex
they are.

For example, in July 2006, YouTube reported that viewers watched more than 100 mil-
lion videos every day, with 2.5 billion videos in June 2006 alone. In May 2006, users
added 50,000 videos per day, and this increased to 65,000 videos by July. In January
2008 alone, almost 79 million users watched more than 3 billion videos on YouTube.
In August 2006, The Wall Street Journal published an article revealing that YouTube
was hosting about 6.1 million videos (requiring about 45 terabytes of storage space),
and had about 500 accounts. As of March 2008, a YouTube search turned up about
77.3 million videos and 2.89 million user channels.

Perhaps an even more compelling example of ease of access versus complexity is
found in the popular social networking Web site Facebook. Some of the basic statistics
are nothing short of amazing! Facebook reports more than 200 million users with
more than 100 million logging in at least once each day. The average user has 120
friend relationships established. More than 850 million photos, 8 million videos, 1 bil-
lion pieces of content, and 2.5 million events are uploaded or created each month.
More than 40 language translations are currently available on the site, with more than
50 more in development. More than 52,000 software applications exist in the Face-
book Application Directory, and more than 30 million active users access Facebook
through their mobile devices. The size of their databases is best measured in petabytes,
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which is equal to one quadrillion bytes. All of this from a database and a simple access
method launched in 2004 from a dorm room at Harvard University.

The important point here is that all of these videos, user accounts, and information
are easily accessed because the data are stored in a database system that organizes it so
that a particular item can be found on demand.

Database The relationships among the many individual data elements stored in databases are
based on one of several logical data structures, or models. Database management system
Structures (DBMS) packages are designed to use a specific data structure to provide end users with
quick, easy access to information stored in databases. Five fundamental database struc-
tures are the hierarchical, network, relational, object-oriented, and multidimensional models.
Simplified illustrations of the first three database structures are shown in Figure 5.4.

FIGURE 5.4 Hierarchical Structure
Example of three

fundamental database
structures. They represent
three basic ways to |

develop and express the
relationships among the Project A Project B
data elements in a database. D

Data Element

Employee 1 Employee 2

Network Structure

Department A Department B

Employee Employee Employee

Project Project
A B
Relational Structure
Department Table Employee Table
Deptno | Dname | Dloc | Dmgr Empno | Ename | Etitle | Esalary | Deptno
Dept A Emp 1 Dept A
Dept B Emp 2 Dept A
Dept C Emp 3 Dept B

Source: Adapted from Michael V. Mannino, Database Application Development and Design
(Burr Ridge, IL: McGraw-Hill/Irwin, 2001), p. 6.
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Hierarchical
Structure

Network Structure

Relational Structure

FIGURE 5.5

Joining the employee and
department tables in a
relational database enables
you to access data
selectively in both tables
at the same time.

Early mainframe DBMS packages used the hierarchical structure, in which the relation-
ships between records form a hierarchy or treelike structure. In the traditional hierarchi-
cal model, all records are dependent and arranged in multilevel structures, consisting of
one 70t record and any number of subordinate levels. Thus, all of the relationships
among records are one-to-many because each data element is related to only one element
above it. The data element or record at the highest level of the hierarchy (the depart-
ment data element in this illustration) is called the root element. Any data element can
be accessed by moving progressively downward from a root and along the branches of
the tree until the desired record (e.g., the employee data element) is located.

The network structure can represent more complex logical relationships and is still
used by some mainframe DBMS packages. It allows many-to-many relationships
among records; that is, the network model can access a data element by following one
of several paths because any data element or record can be related to any number of
other data elements. For example, in Figure 5.4, departmental records can be related
to more than one employee record, and employee records can be related to more than
one project record. Thus, you could locate all employee records for a particular de-
partment or all project records related to a particular employee.

It should be noted that neither the hierarchical nor the network data structures are
commonly found in the modern organization. The next data structure we discuss, the
relational data structure, is the most common of all and serves as the foundation for
most modern databases in organizations.

The relational model is the most widely used of the three database structures. It is used by
most microcomputer DBMS packages, as well as by most midrange and mainframe sys-
tems. In the relational model, all data elements within the database are viewed as being
stored in the form of simple two-dimensional tables, sometimes referred to as relations.
The tables in a relational database are flat files that have rows and columns. Each row rep-
resents a single record in the file, and each column represents a field. The major difference
between a flat file and a database is that a flat file can only have data attributes specified for
one file. In contrast, a database can specify data attributes for multiple files simultaneously
and can relate the various data elements in one file to those in one or more other files.
Figure 5.4 illustrates the relational database model with two tables representing
some of the relationships among departmental and employee records. Other tables, or
relations, for this organization’s database might represent the data element relationships
among projects, divisions, product lines, and so on. Database management system pack-
ages based on the relational model can link data elements from various tables to provide
information to users. For example, a manager might want to retrieve and display an
employee’s name and salary from the employee table in Figure 5.4, as well as the name
of the employee’s department from the department table, by using their common de-
partment number field (Deptno) to link or join the two tables. See Figure 5.5. The rela-
tional model can relate data in any one file with data in another file if both files share a
common data element or field. Because of this, information can be created by retrieving
data from multiple files even if they are not all stored in the same physical location.

Department Table Employee Table

Deptno) Dname | Dloc | Dmgr Empno | Ename | Etitle | Esalary {_Deptno
Dept A Emp 1 Dept A
Dept B Emp 2 Dept A
Dept C Emp 3 Dept B
Emp 4 Dept B
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Three basic operations can be performed on a relational database to create useful sets
of data. The select operation is used to create a subset of records that meet a stated
criterion. For example, a select operation might be used on an employee database to
create a subset of records that contain all employees who make more than $30,000 per
year and who have been with the company more than three years. Another way to
think of the select operation is that it temporarily creates a table whose rows have
records that meet the selection criteria.

The join operation can be used to combine two or more tables temporarily so that
a user can see relevant data in a form that looks like it is all in one big table. Using this
operation, a user can ask for data to be retrieved from multiple files or databases with-
out having to go to each one separately.

Finally, the project operation is used to create a subset of the columns contained in the
temporary tables created by the select and join operations. Just as the select operation
creates a subset of records that meet stated criteria, the project operation creates a subset
of the columns, or fields, that the user wants to see. Using a project operation, the user
can decide not to view all of the columns in the table but instead view only those that have
the data necessary to answer a particular question or construct a specific report.

Because of the widespread use of relational models, an abundance of commercial
products exist to create and manage them. Leading mainframe relational database ap-
plications include Oracle 10g from Oracle Corp. and DB2 from IBM. A very popular
midrange database application is SQL Server from Microsoft. The most commonly
used database application for the PC is Microsoft Access.

The multidimensional model is a variation of the relational model that uses multidi-
mensional structures to organize data and express the relationships between data. You
can visualize multidimensional structures as cubes of data and cubes within cubes of
data. Each side of the cube is considered a dimension of the data. Figure 5.6 is an ex-
ample that shows that each dimension can represent a different category, such as prod-
uct type, region, sales channel, and time.

Each cell within a multidimensional structure contains aggregated data related to
elements along each of its dimensions. For example, a single cell may contain the total
sales for a product in a region for a specific sales channel in a single month. A major
benefit of multidimensional databases is that they provide a compact and easy-to-
understand way to visualize and manipulate data elements that have many interrelation-
ships. So multidimensional databases have become the most popular database structure
for the analytical databases that support online analytical processing (OLAP) applica-
tions, in which fast answers to complex business queries are expected. We discuss
OLAP applications in Chapter 10.

The object-oriented model is considered one of the key technologies of a new genera-
tion of multimedia Web-based applications. As Figure 5.7 illustrates, an object con-
sists of data values describing the attributes of an entity, plus the operations that can
be performed upon the data. This encapsulation capability allows the object-oriented
model to handle complex types of data (graphics, pictures, voice, and text) more easily
than other database structures.

The object-oriented model also supports inberitance; that is, new objects can be
automatically created by replicating some or all of the characteristics of one or more
parent objects. Thus, in Figure 5.7, the checking and savings account objects can inherit
both the common attributes and operations of the parent bank account object. Such
capabilities have made object-oriented database management systems (OODBMS) popular
in computer-aided design (CAD) and a growing number of applications. For example,
object technology allows designers to develop product designs, store them as objects in
an object-oriented database, and replicate and modify them to create new product de-
signs. In addition, multimedia Web-based applications for the Internet and corporate
intranets and extranets have become a major application area for object technology.
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FIGURE 5.6  An example of the different dimensions of a multidimensional database.
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The checking and savings
account objects can inherit
common attributes and
operations from the bank

account object.
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Source: Adapted from Ivar Jacobsen, Maria Ericsson, and Ageneta Jacobsen, The Object
Advantage: Business Process Reengineering with Object Technology (New York: ACM Press, 1995),
p- 65. Copyright © 1995, Association for Computing Machinery. Used by permission.
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Databases can supply data
to a wide variety of analysis
packages, allowing for data
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Object technology proponents argue that an object-oriented DBMS can work with
complex data types such as document and graphic images, video clips, audio segments, and
other subsets of Web pages much more efficiently than relational database management
systems. However, major relational DBMS vendors have countered by adding object-
oriented modules to their relational software. Examples include multimedia object exten-
sions to IBM’s DB2 and Oracle’s object-based “cartridges” for Oracle 10g. See Figure 5.8.

The hierarchical data structure was a natural model for the databases used for the struc-
tured, routine types of transaction processing characteristic of many business operations
in the early years of data processing and computing. Data for these operations can easily
be represented by groups of records in a hierarchical relationship. However, as time pro-
gressed, there were many cases in which information was needed about records that did
not have hierarchical relationships. For example, in some organizations, employees from
more than one department can work on more than one project (refer to Figure 5.4). A
network data structure could easily handle this many-to-many relationship, whereas a
hierarchical model could not. As such, the more flexible network structure became popu-
lar for these types of business operations. Like the hierarchical structure, the network
model was unable to handle ad hoc requests for information easily because its relation-
ships must be specified in advance, which pointed to the need for the relational model.

Relational databases enable an end user to receive information easily in response to
ad hoc requests. That’s because not all of the relationships among the data elements in
a relationally organized database need to be specified when the database is created.
Database management software (such as Oracle 11g, DB2, Access, and Approach) cre-
ates new tables of data relationships by using parts of the data from several tables.
Thus, relational databases are easier for programmers to work with and easier to
maintain than the hierarchical and network models.

The major limitation of the relational model is that relational database manage-
ment systems cannot process large amounts of business transactions as quickly and
efficiently as those based on the hierarchical and network models; they also cannot
process complex, high-volume applications as well as the object-oriented model. This
performance gap has narrowed with the development of advanced relational database
software with object-oriented extensions. The use of database management software
based on the object-oriented and multidimensional models is growing steadily, as
these technologies are playing a greater role for OLAP and Web-based applications.
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Database Pioneer
Rethinks the Best
Way to Organize
Data

Database
Development

Is there a better way to build a data warehouse? For years, relational databases, which
organize data in tables composed of vertical columns and horizontal rows, have
served as the foundation of data warehouses. Now database pioneer Michael Stone-
braker is promoting a different way to organize them, promising much faster
response times. As a scientist at the University of California at Berkeley in the 1970s,
Stonebraker was one of the original architects of the Ingres relational database,
which spawned several commercial variants. A row-based system like Ingres is great
for executing transactions, but a column-oriented system is a more natural fit for
data warehouses, Stonebraker now says.

SQL Server, Sybase, and Teradata all have rows as their central design point. Yet in
data warehousing, faster performance may be gained through a column layout. Stone-
braker says all types of queries on “most data warehouses” will run up to 50 times faster
in a column database. The bigger the data warehouse, the greater the performance gain.

Why? Data warehouses frequently store transactional data, and each transaction
has many parts. Columns cut across transactions and store an element of information
that is standard to each transaction, such as customer name, address, or purchase
amount. A row, by comparison, may hold 20-200 different elements of a transaction.
A standard relational database would retrieve all the rows that reflect, say, sales for a
month, load the data into system memory, and then find all sales records and gener-
ate an average from them. The ability to focus on just the “sales” column leads to
improved query performance.

There is a second performance benefit in the column approach. Because columns
contain similar information from each transaction, it’s possible to derive a compres-
sion scheme for the data type and then apply it throughout the column. Rows cannot
be compressed as easily because the nature of the data (e.g., name, zip code, and ac-
count balance) varies from record to record. Each row would require a different
compression scheme.

Compressing data in columns makes for faster storage and retrieval and reduces
the amount of disk required. “In every data warehouse I see, compression is a good
thing,” Stonebraker says. “I expect the data warehouse market to become completely
column-store based.”

Source: Adapted from Charles Babcock, “Database Pioneer Rethinks the Best Way to Organize Data,” Information-
Week, February 23, 2008.

Database management packages like Microsoft Access or Lotus Approach allow end
users to develop the databases they need easily. See Figure 5.9. However, large or-
ganizations usually place control of enterprisewide database development in the hands
of database administrators (DBAs) and other database specialists. This delegation im-
proves the integrity and security of organizational databases. Database developers use
the data definition language (DDL) in database management systems like Oracle 11g or
IBM’s DB2 to develop and specify the data contents, relationships, and structure of
each database, as well as to modify these database specifications when necessary. Such
information is cataloged and stored in a database of data definitions and specifications
called a data dictionary, or metadata repository, which is managed by the database man-
agement software and maintained by the DBA.

A data dictionary is a database management catalog or directory containing
metadata (i.e., data about data). A data dictionary relies on a specialized database soft-
ware component to manage a database of data definitions, which is metadata about the
structure, data elements, and other characteristics of an organization’s databases. For
example, it contains the names and descriptions of all types of data records and their
interrelationships; information outlining requirements for end users’ access and use of
application programs; and database maintenance and security.
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The database administrator can query data dictionaries to report the status of any
aspect of a firm’s metadata. The administrator can then make changes to the defini-
tions of selected data elements. Some active (versus passive) data dictionaries automati-
cally enforce standard data element definitions whenever end users and application
programs access an organization’s databases. For example, an active data dictionary
would not allow a data entry program to use a nonstandard definition of a customer
record, nor would it allow an employee to enter a name of a customer that exceeded
the defined size of that data element.

Developing a large database of complex data types can be a complicated task.
Database administrators and database design analysts work with end users and systems
analysts to model business processes and the data they require. Then they determine
(1) what data definitions should be included in the database and (2) what structures or
relationships should exist among the data elements.

As Figure 5.10 illustrates, database development may start with a top-down data
planning process. Database administrators and designers work with corporate and
end-user management to develop an enterprise model that defines the basic business
process of the enterprise. They then define the information needs of end users in a
business process, such as the purchasing/receiving process that all businesses have.

Next, end users must identify the key data elements that are needed to perform
their specific business activities. This step frequently involves developing entiry
relationship diagrams (ERDs) that model the relationships among the many entities
involved in business processes. For example, Figure 5.11 illustrates some of the rela-
tionships in a purchasing/receiving process. The ERDs are simply graphical models of
the various files and their relationships, contained within a database system. End users
and database designers could use database management or business modeling software
to help them develop ERD models for the purchasing/receiving process. This would
help identify the supplier and product data that are required to automate their pur-
chasing/receiving and other business processes using enterprise resource management
(ERM) or supply chain management (SCM) software. You will learn about ERDs and
other data modeling tools in much greater detail if you ever take a course in systems
analysis and design.
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FIGURE 5.10

Database development
involves data planning and
database design activities.
Data models that support
business processes are used
to develop databases that
meet the information needs
of users.

FIGURE 5.11

This entity relationship
diagram illustrates some of
the relationships among the
entities (product, supplier,
warehouse, etc.) in a
purchasing/receiving
business process.
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Such user views are a major part of a data modeling process, during which the re-
lationships among data elements are identified. Each data model defines the logical
relationships among the data elements needed to support a basic business process. For
example, can a supplier provide more than one type of product to us? Can a customer
have more than one type of account with us? Can an employee have several pay rates
or be assigned to several project workgroups?

Answering such questions will identify data relationships that must be represented
in a data model that supports business processes of an organization. These data mod-
els then serve as logical design frameworks (called schernza and subschema). These frame-
works determine the physical design of databases and the development of application
programs to support the business processes of the organization. A schema is an overall
logical view of the relationships among the data elements in a database, whereas the

Ordered on Supplies
OPrl:il:rhﬁZ; i f Product PP Supplier
@
o
2 2
% o
5 &
7]
Purchase Product _ Holds .
Order Stock - Hgallatehouse




Chapter 5 / Data Resource Management @ 191

FIGURE 5.12 Example of the logical and physical database views and the software interface of a banking services
information system.

Checking Savings Inslt_aglgent

Application Application

Logical User Views
Data elements and relationships (the subschemas) needed
for checking, savings, or installment loan processing

Installment
Loan

Checking and

Savings

) ; Data elements and relationships (the schema)
Banking Services Data Model needed for the support of all bank services

Software Interface
The DBMS provides access to the bank’s databases

Database Management System

Physical Data Views
Organization and location of data on the storage media
Bank

Databases

subschema is a logical view of the data relationships needed to support specific end-
user application programs that will access that database.

Remember that data models represent logical views of the data and relationships of
the database. Physical database design takes a physical view of the data (also called the
internal view) that describes how data are to be physically stored and accessed on the
storage devices of a computer system. For example, Figure 5.12 illustrates these differ-
ent database views and the software interface of a bank database processing system.
"This figure focuses on the business processes of checking, savings, and installment
lending, which are part of a banking services data model that serves as a logical data
framework for all bank services.

Hadoop: Ready ‘Traditional business intelligence solutions can’t scale to the degree necessary in to-
day’s data environment. One solution getting a lot of attention recently: Hadoop, an
open-source product inspired by Google’s search architecture. Twenty years ago,
Scale Data Sets of most companies’ data came from fundamental transaction systems: Payroll, ERP, and
the Future so on. The amounts of data seemed large, but they usually were bounded by well-
understood limitations: the overall growth of the company and the growth of the
general economy.

For those companies that wanted to gain more insight from those systems’ data,
the related data warehousing systems reflected the underlying systems’ structure:
regular data schema, smooth growth, and well-understood analysis needs. The typi-
cal business intelligence constraint was the amount of processing power that could
be applied. Consequently, a great deal of effort went into the data design to restrict the
amount of processing required to the available processing power. This led to the now

for the Large-
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time-honored business intelligence data warehouses: fact tables, dimension tables,
and star schemas.

Today, the nature of business intelligence is totally changed. Computing is far
more widespread throughout the enterprise, leading to many more systems generat-
ing data. Companies are on the Internet, generating huge torrents of unstructured
data: searches, click-streams, interactions, and the like. And it’s much harder—if not
impossible—to forecast what kinds of analytics a company might want to pursue.

Today it might be click-stream patterns through the company Web site. Tomor-
row it might be cross-correlating external blog postings with order patterns. The day
after it might be something completely different.

And the system bottleneck has shifted. In the past, the problem was how much
processing power was available, but today the problem is how much data needs to be
analyzed. At Internet-scale, a company might be dealing with dozens or hundreds of
terabytes. At that size, the number of drives required to hold the data guarantees
frequent drive failures, but attempting to centralize the data imposes too much net-
work traffic to conveniently migrate data to processors.

Hadoop is an open-source product inspired by Google’s search architecture. In-
terestingly, unlike previous open-source products that were usually implementations
of previously existing proprietary products, Hadoop has no proprietary predecessor.
The innovation in this aspect of big data resides in the open-source community, not
in a private company.

Hadoop creates a pool of computers, each with a special Hadoop file system. A
central master Hadoop node spreads data across each machine in a file structure de-
signed for large block data reads and writes. It uses a clever hash algorithm to cluster
data elements that are similar, making processing data sets extremely efficient. For
robustness, three copies of all data are kept to ensure that hardware failures do not
halt processing.

The advantage of this approach is that very large sets of data can be managed and
processed in parallel across the machine pool managed by Hadoop. The power of
Hadoop is clear from the way the New York Times used it to convert a 4-terabyte
collection of its pages from one format to another.

Source: Adapted from Bernard Golden, “Large Data Set Analysis in the Cloud: Amazon, Cloudera Improve Hadoop,”
CIO.com, April 9, 2009.
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Managing Data Resources

Data are a vital organizational resource that need to be managed like other important
business assets. Today’s business enterprises cannot survive or succeed without quality
data about their internal operations and external environment.

With each online mouse click, either a fresh bit of data is created or already-stored data
are retrieved from all those business Web sites. All that’s on top of the heavy demand
for industrial-strength data storage already in use by scores of big corporations. What's
driving the growth is a crushing imperative for corporations to analyze every bit of
information they can extract from their huge data warebouses for competitive advan-
tage. That bas turned the data storage and management function into a key strategic
role of the information age.

That’s why organizations and their managers need to practice data resource
management, a managerial activity that applies information systems technologies like
database management, data warebousing, and other data management tools to the task of
managing an organization’s data resources to meet the information needs of their
business stakeholders. This section will show you the managerial implications of using
data resource management technologies and methods to manage an organization’s
data assets to meet business information requirements.

Read the Real World Case 2 on Duke University Health System, Beth Israel Deaconess
Medical Center, and others. We can learn a lot from this case about the business value
of data analytics in a health care setting. See Figure 5.13.

Continuing developments in information technology and its business applications
have resulted in the evolution of several major types of databases. Figure 5.14
illustrates several major conceptual categories of databases that may be found in many
organizations. Let’s take a brief look at some of them now.

Operational databases store detailed data needed to support the business processes
and operations of a company. They are also called subject area databases (SADB), trans-
action databases, and production databases. Examples are a customer database, human
resource database, inventory database, and other databases containing data generated
by business operations. For example, a human resource database like that shown in
Figure 5.2 would include data identifying each employee and his or her time worked,
compensation, benefits, performance appraisals, training and development status, and
other related human resource data. Figure 5.15 illustrates some of the common opera-
tional databases that can be created and managed for a small business using Microsoft
Access database management software.

Many organizations replicate and distribute copies or parts of databases to network
servers at a variety of sites. These distributed databases can reside on network
servers on the World Wide Web, on corporate intranets or extranets, or on other
company networks. Distributed databases may be copies of operational or analytical
databases, hypermedia or discussion databases, or any other type of database. Rep-
lication and distribution of databases improve database performance at end-user
worksites. Ensuring that the data in an organization’s distributed databases are con-
sistently and concurrently updated is a major challenge of distributed database
management.

Distributed databases have both advantages and disadvantages. One primary ad-
vantage of a distributed database lies with the protection of valuable data. If all of an
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Duke University Health System,

REAL WORLD

Beth Israel Deaconess Medical
Center, and Others: Medical IT

Is Getting Personal

ersonalized medicine brings to mind researchers do-

ing complicated analysis of a single patient’s genetic

makeup and fine-tuning medicine and other treat-
ments to those results. But Duke University Health System
is using everyday data from patients’ electronic medical
records combined with an analytics tool to personalize its
approach to treating patients.

County health officials recently asked Duke how many
of its patients would need priority access to the HIN1 flu
vaccine. Duke used IBM Cognos to sift through information
on the more than 20 million patients in its Oracle-based
clinical data repository and in an hour was able to identify
about 120,000 of them with risk factors, such as age, preg-
nancy, respiratory, and other conditions that made them vul-
nerable to complications from swine flu. And now that the
HINT vaccine is available, Duke is letting those patients
know that they’re first in line to get it.

“We put an analytics engine on top of our clinical reposi-
tory and were able to stratify by age and key illnesses millions of
records, and streamline who was most at risk,” says Asif Ahmed,
diagnostics services CIO for the Duke system, which runs three
hospitals and about 100 clinics in the Raleigh/Durham, North
Carolina, area and treats more than 1 million patients a year.

This is a practical example of how health care I'T is be-
ing used to personalize medical care in ways that help doc-
tors make smarter decisions about patients’ conditions and
tailor treatment to an individual’s needs. This evolving field
covers a broad range of efforts. Beyond analytics systems like
Duke’s, it includes decision-support tools that help doctors

FIGURE 5.13

Source: © Jose Luis Pelaez Inc/Blend Images/Getty Images.
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pick the best tests and treatments for patients, remote moni-
toring tools that provide close to real-time care, as well as
software that helps researchers identify the best candidates
to participate in trials or experimental treatments.

At Beth Israel Deaconess Medical Center in Boston,
helping doctors make better treatment choices and arrive at
more accurate diagnoses is a big and growing area of person-
alized medicine. One example is clinical support software to
help its 1,600 staff and affiliated physicians choose the best
radiology tests for patients.

When ordering CT scans, MRIs, X-rays, ultrasounds, and
other radiology tests, doctors enter a patient’s electronic medi-
cal record number into the Anvita Health decision support
system. Data from Beth Israel’s records system, such as recent
lab tests and allergies, is automatically loaded into the soft-
ware. The doctor then adds information on the current com-
plaint, such as symptoms, what area of the body is a concern,
and the suspected diagnosis, as well as whether the person has
any implants that might interfere with radiology treatment.

The software analyzes the data and rates the best tests for
the patient, giving five stars for the top choices and one for
the worst ones based on the risks and benefits of each. It can
also recommend that the patient forgo radiological testing.

The system can catch details that might otherwise elude
a doctor, such as a previous blood test indicating decreased
kidney function that could mean the patient can’t metabolize
the dyes used in certain radiological tests. It also checks how
much radiation the patient has already been exposed to.

“Excessive radiation can cause second malignancies,”
says Dr. Richard Parker, medical director of Beth Israel’s
physician organization.

“The system takes that into account when ordering a
scan.” For instance, the software might point out that a pa-
tient suspected of having pneumonia has enough symptoms
and clinical indicators to make that the most likely diagnosis,
and that treating the patient for pneumonia would be better
than exposing him or her to a chest X-ray.

During three years in which the hospital system has used
the Anvita software, it has cut out about 5 percent of tests as
unnecessary or inappropriate, Parker says.

Beth Israel launched a related pilot project six months ago
to analyze doctors’ thought processes when ordering radiology
tests. When a doctor orders a test, the system asks what diag-
nosis the physician is leaning toward, with what percentage of
certainty. After the test, the system follows up with an e-mail
asking the doctor whether the test confirmed the original diag-
nosis. The study aims to gain insight into how doctors decide
which tests to use, and in which situations doctors are most
likely to prescribe the wrong test for a given set of symptoms.

Information technology isn’t just helping doctors choose
the right test for a patient; it’s also making more personal-
ized medical tests possible. For example, diagnostic testing
services provider Quest Diagnostics and Vermillion, a



molecular diagnostic test developer, have developed a test to
assess the likelihood that women diagnosed with pelvic
masses have ovarian cancer as opposed to benign tumors.

Its use helps those women most at risk for cancer get to
specialists faster.

Many of the newest personalized medicine efforts are
focused on giving analytics and decision-support tools to
doctors and other clinicians. But medical researchers are also
still focused on the more complex efforts to analyze genomic
data and use the results to create individualized treatments
that doctors will use in the future.

One such initiative is Cancer Biomedical Informatics
Grid, or caBig, a biomedical informatics network that the
National Cancer Institute launched in 2004. Its mission is to
develop more personalized cancer treatments and get them
into doctors’ hands faster.

Researchers at the approximately 100 academic and
community-based cancer centers that make up caBig use the
network to share data and research results. They can make use
of the data in analytics, data-mining, decision-support, and
other software tools. Members are using the network’s data
and software today to identify the best patients to participate in
clinical trials of experimental cancer treatments.

Multiple myeloma, a cancer that strikes white blood cells
and eventually bone marrow, can be difficult to treat. Now, the
Dana-Farber Cancer Institute in Boston is harnessing the dual
power of business intelligence and Web 2.0-based scientific
search tools to gather complex, scattered data to better treat
patients and work toward a cure for this formidable disease.

Dana-Farber is a treatment, research, and teaching facil-
ity affiliated with Harvard Medical School. Its physicians
and researchers regularly slog through complex calculations
to find connections between data gleaned from tumor biop-
sies and other clinical samples and the vast genetic research
housed within the organization or spread among three mas-
sive public domain databases.

Dana-Farber officials are working to leverage grant
money and other resources to blend data warehousing capa-
bilities with Web-based data-collection tools, since vital
connections between patient samples and analytical data will

1. What are the benefits that result from implementing
the technologies described in the case? How are those
different for hospitals, doctors, insurance companies
and patients? Provide examples of each from the case.

2. Many of the technologies described in the case require
access to large volumes of data in order to be effective.
At the same time, there are privacy considerations in-
volved in the compiling and sharing of such data. How
do you balance those?

3. What other industries that manage large volumes of
data could benefit from an approach to technology sim-
ilar to the one described in the case? Develop at least
one example with sample applications.
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almost certainly prove the crux of both effective patient
treatment and any potential breakthroughs tied to the dis-
ease, according to researchers.

"To make the hunt for precious genetic information easier,
Dana-Farber officials have stitched together a system that
wraps in Oracle’s Healthcare Transaction Base, a service-
oriented architecture that supports the medical industry’s
HL?7 standard for the electronic exchange of clinical data.

Increased use of e-medical records should make more
patient data available for research, says Ken Buetow, direc-
tor of the center of bioinformatics and I'T at the National
Cancer Institute.

Ultimately, Buetow expects the caBig network, combined
with doctors’ growing use of electronic data. will shorten the
time it takes for research findings to show up as clinical treat-
ments. “We think this could be one of those moments for a
big shift,” he says.

John Glaser, CIO at Partners Healthcare, which oper-
ates several Boston-area hospitals, including Massachusetts
General. Brigham, and Women’s, sees that shift coming. As
the use of EMRs become more pervasive and the amount of
digitized clinical data increases, it will be easier to provide
patients with more personalized care, says Glaser, who also
is an adviser on the U.S. Department of Health and Human
Services” Health I'T Policy Committee. EMRs make data on
patients easier to search and analyze. Doctors using them are
also more likely to use decision support tools, Glaser says.

“Science is moving rapidly,” he says, and health I'T helps
capture and disseminate to doctors perspective and research
findings that are impossible for even the most diligent physi-
cians to keep up with.

Once the use of EMRs is standard practice, the federal gov-
ernment is likely to put greater emphasis on personalized med-
icine initiatives, Glaser predicts. In the future, health care
providers could be rewarded in terms of patient outcomes, and
personalized medical treatments are one of the most likely ways
to improve outcomes and improve health care across the board.

Source: Adapted from Marianne Kolbasuk McGee, “Medical I'T Gets Personal,”
InformationWeek, November 16, 2009; and Jennifer McAdams, “Better BI:
Dana-Farber Cancer Institute,” Computerworld, September 1, 2008.

—1

1. The legal and regulatory environment of the health
care industry has changed significantly in recent times.
How does this affect technology development and im-
plementation in these organizations. Go online and
research new uses of information technology in health
care motivated by these developments. Prepare a pres-
entation to share your findings.

B

Some of the technologies described in the case verify
the diagnostics made by doctors and can sometimes
make recommendations of their own. Does this im-
prove the quality of care, or are these organizations
putting too much faith on a computer algorithm that
did not attend medical school? Break into small groups
to discuss this and provide some recommendations
about what organizations should do before deploying
these technologies in the field, if anything.
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FIGURE 5.14  Examples of some of the major types of databases used by organizations and end users.
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organization’s data reside in a single physical location, any catastrophic event like a fire
or damage to the media holding the data would result in an equally catastrophic loss of
use of that data. By having databases distributed in multiple locations, the negative
impact of such an event can be minimized.

Another advantage of distributed databases is found in their storage require-
ments. Often, a large database system may be distributed into smaller databases
based on some logical relationship between the data and the location. For example,
a company with several branch operations may distribute its data so that each

FIGURE 5.15 F
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management software like
Microsoft Access.
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branch operation location is also the location of its branch database. Because mul-
tiple databases in a distributed system can be joined together, each location has
control of its local data while all other locations can access any database in the com-
pany if so desired.

Distributed databases are not without some challenges, however. The primary
challenge is the maintenance of data accuracy. If a company distributes its database to
multiple locations, any change to the data in one location must somehow be updated
in all other locations. This updating can be accomplished in one of two ways: replica-
tion or duplication.

Updating a distributed database using replication involves using a specialized
software application that looks at each distributed database and then finds the
changes made to it. Once these changes have been identified, the replication process
makes all of the distributed databases look the same by making the appropriate
changes to each one. The replication process is very complex and, depending on the
number and size of the distributed databases, can consume a lot of time and compu-
ter resources.

The duplication process, in contrast, is much less complicated. It basically identi-
fies one database as a master and then duplicates that database at a prescribed time
after hours so that each distributed location has the same data. One drawback to the
duplication process is that no changes can ever be made to any database other than the
master to avoid having local changes overwritten during the duplication process.
Nonetheless, properly used, duplication and replication can keep all distributed loca-
tions current with the latest data.

One additional challenge associated with distributed databases is the extra comput-
ing power and bandwidth necessary to access multiple databases in multiple locations.
We will look more closely at the issue of bandwidth in Chapter 6 when we focus on
telecommunications and networks.

Access to a wealth of information from external databases is available for a fee from
commercial online services and with or without charge from many sources on the
World Wide Web. Web sites provide an endless variety of hyperlinked pages of mul-
timedia documents in hypermedia databases for you to access. Data are available in the
form of statistics on economic and demographic activity from statistical databanks, or
you can view or download abstracts or complete copies of hundreds of newspapers,
magazines, newsletters, research papers, and other published material and periodicals
from bibliographic and full-text databases. Whenever you use a search engine like
Google or Yahoo to look up something on the Internet, you are using an external
database—a very, very large one! Also, if you are using Google, you are using one that
averages 112 million searches per day.

The rapid growth of Web sites on the Internet and corporate intranets and extranets
has dramatically increased the use of databases of hypertext and hypermedia docu-
ments. A Web site stores such information in a hypermedia database consisting of
hyperlinked pages of multimedia (text, graphic and photographic images, video clips,
audio segments, and so on). That is, from a database management point of view, the
set of interconnected multimedia pages on a Web site is a database of interrelated hy-
permedia page elements, rather than interrelated data records.

Figure 5.16 shows how you might use a Web browser on your client PC to connect
with a Web network server. This server runs Web server software to access and trans-
fer the Web pages you request. The Web site illustrated in Figure 5.16 uses a hyper-
media database consisting of Web page content described by HTML (Hypertext
Markup Language) code or XML (Extensible Markup Language) labels, image files,
video files, and audio. The Web server software acts as a database management system
to manage the transfer of hypermedia files for downloading by the multimedia plug-
ins of your Web browser.
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FIGURE 5.16 The components of a Web-based information system include Web browsers,
servers, and hypermedia databases.
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In the perfume business, new products like the recent launch of Kate, a fra-
grance Coty branded for supermodel Kate Moss, can make or break a company’s
year. But big hits can also lead to big problems. When a product takes off, Coty
must respond quickly to keep shelves full, but its ability to ramp up is dependent
on glass, packaging, and other suppliers. “If we can’t meet demand . . . it annoys
the retailers, the consumers lose interest, and we lose sales,” says Dave Berry,
CIO at Coty, whose other brands include Jennifer Lopez, Kenneth Cole, and
Vera Wang.

Empty shelves are the scourge of manufacturing and retail. Just look at the an-
nual shortages of the Christmas season’s hottest toys or the rain checks stores must
write regularly on sale items. At any given time, 7 percent all U.S. retail products are
out of stock; goods on promotion are out of stock more than 15 percent of the time.
That’s why manufacturers and retailers are pushing for the next breakthroughs in
demand forecasting, what has emerged as the discipline of “demand-signal manage-
ment.” Instead of just relying on internal data such as order and shipment records,
manufacturers are analyzing weekly and even daily point-of-sale data from retailers
so that they can better see what’s selling where. This sort of timely, detailed data lets
manufacturers spot trends much sooner by region, product, retailer, and even by
individual store.

Handling demand-signal data presents the same problems that real-time data causes
in any industry: how to access and integrate high volumes of data, and then com-
bine and analyze it alongside historical information. With the advent of highly scal-
able data warehouses, low-latency integration techniques, and faster, deeper query
and analysis capabilities, the technology is finally here, at a price most can afford.
And with easier-to-use business intelligence tools, manufacturers and retailers are
pushing analytic tools into the hands of front-line decision makers, most often field
sales and marketing people involved in planning, merchandising, and supply chain
management.

Over the last two years, Coty has pushed the responsibility for developing accu-
rate forecasts down to its salespeople. Field-level forecasting makes for more accu-
rate and responsive planning, says CIO Berry, who credits an analytics application
from vendor CAS with making it easier for salespeople who are new to business in-
telligence to analyze point-of-sale data and develop forecasts.

An important obstacle to broad adoption of demand-signal analysis has been the
lack of standardization in the data supplied by retailers. Coty gets point-of-sale data
from the likes of CVS, Target, and Walgreens, but each uses a different format. “The
timeliness, accuracy, and depth of the data also varies from retailer to retailer, so it’s
tough to bring it into a data warehouse,” says Berry.
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That being said, the payoff from early efforts by Coty has been more accurate
forecasting, higher on-shelf availability, and more effective promotions. With faster
and more detailed insight into demand, manufacturers can ratchet up revenue by
2 percent to 7 percent, which more than justifies any data-related headaches.

Source: Adapted from Doug Henschen, “In A Down Economy, Companies Turn to Real-Time Analytics to Track
Demand,” InformationWeek, February 28, 2009.

A data warehouse stores data that have been extracted from the various opera-
tional, external, and other databases of an organization. It is a central source of the
data that have been cleaned, transformed, and cataloged so that they can be used by
managers and other business professionals for data mining, online analytical
processing, and other forms of business analysis, market research, and decision sup-
port. (We’ll talk in-depth about all of these activities in Chapter 10.) Data ware-
houses may be subdivided into data marts, which hold subsets of data from the
warehouse that focus on specific aspects of a company, such as a department or a
business process.

Figure 5.17 illustrates the components of a complete data warehouse system. No-
tice how data from various operational and external databases are captured, cleaned,
and transformed into data that can be better used for analysis. This acquisition process
might include activities like consolidating data from several sources, filtering out un-
wanted data, correcting incorrect data, converting data to new data elements, or ag-
gregating data into new data subsets.

These data are then stored in the enterprise data warehouse, from which they can
be moved into data marts or to an analytical data store that holds data in a more useful
form for certain types of analysis. Metadata (data that define the data in the data ware-
house) are stored in a metadata repository and cataloged by a metadata directory.
Finally, a variety of analytical software tools can be provided to query, report, mine,
and analyze the data for delivery via Internet and intranet Web systems to business
end users. See Figure 5.18.

One important characteristic about the data in a data warehouse is that, unlike a
typical database in which changes can occur constantly, data in a data warehouse are

FIGURE 5.17 The components of a complete data warehouse system.
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FIGURE 5.18
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static, which means that once the data are gathered up, formatted for storage, and
stored in the data warehouse, they will never change. This restriction is so that queries
can be made on the data to look for complex patterns or historical trends that might
otherwise go unnoticed with dynamic data that change constantly as a result of new
transactions and updates.

Data mining is a major use of data warehouse databases and the static data they con-
tain. In data mining, the data in a data warehouse are analyzed to reveal hidden pat-
terns and trends in historical business activity. This analysis can be used to help
managers make decisions about strategic changes in business operations to gain com-
petitive advantages in the marketplace. See Figure 5.19.

Data mining can discover new correlations, patterns, and trends in vast amounts of
business data (frequently several terabytes of data) stored in data warehouses. Data

FIGURE 5.19 How data mining extracts business knowledge from a data warehouse.
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mining software uses advanced pattern recognition algorithms, as well as a variety of
mathematical and statistical techniques, to sift through mountains of data to extract
previously unknown strategic business information. For example, many companies use
data mining to:

e Perform market-basket analysis to identify new product bundles.
e Find root causes of quality or manufacturing problems.

e Prevent customer attrition and acquire new customers.

e Cross-sell to existing customers.

e Profile customers with more accuracy.

We will discuss data mining further, as well as online analytical processing (OLAP)
and other technologies that analyze the data in databases and data warehouses to pro-
vide vital support for business decisions, in Chapter 10.

Like a muscle car driving 55 mph on the freeway, R.L. Polk & Co.’s new grid-based
data warehouse boasts gobs of untapped power under the hood. In 2006, the South-
field, Michigan-based automotive industry market research company finished mov-
ing its main 4TB customer-facing data warehouse to an Oracle 10g grid comprising
Dell PowerEdge servers running Linux. The move has helped R.L. Polk save money
and improve data redundancy, availability, and access time. It also supports Polk’s
new service-oriented architecture, which is improving customer service.

“We are getting more bang for our buck,” notes Kevin Vasconi, the company’s
CIO. The data warehouse is doing 10 million transactions a day “without any is-
sues.” Encouraged by the experience so far, R.L. Polk is bringing onto the grid
other databases, both domestic and overseas, that total 2.5 petabytes of actively
managed data.

Founded in 1870—the same year the automobile’s predecessor, a motorized
handcart, was invented in Germany—R.L. Polk started as a publisher of business
directories. It became a car information supplier in 1921 and began to use computer
punch cards in 1951. The company is best known to consumers for its Carfax data-
base of car histories.

Only a tiny portion of the grid is apportioned now to the data warehouse. Much
of it is devoted to running R.L. Polk’s new Web-based applications, which both im-
port data into the data warehouse from 260 discrete sources, such as car dealers or
state licensing boards, and stream it out to paying customers, such as carmakers, car
dealers, and parts suppliers. The data warehouse serves as R.L. Polk’s “single source
of truth” on a massive database that includes 500 million individual cars, or almost
85 percent of all cars in the world as of 2002. It also includes data on 250 million
households and 3 billion transactions.

R.L. Polk cleanses the names and addresses of all incoming records, adds loca-
tion data such as latitude and longitude, and, in the case of the 17-digit vehicle
identification numbers unique to every car, extrapolates each car’s individual fea-
tures and styling. Looking forward, Vasconi says data already stored on vehicles’
on-board computers—such as engine-trouble history, GPS-based location history,
and average speeds—will soon also be imported into the data warehouse if privacy
issues can be resolved. It’s a complicated process, but as his team continues to tweak
the Oracle grid engine, he expects to be able to shorten the importation time to less
than 24 hours.

“The car is a gold mine of consumer information,” notes Vasconi.

Source: Adapted from Eric Lai, “Auto Market Researcher Revs Up Oracle Grid for Massive Data Warehouse,”
Computerworld, October 19, 2006.
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Traditional File How would you feel if you were an executive of a company and were told that some
P . information you wanted about your employees was too difficult and too costly to

rocessing obtain? Suppose the vice president of information services gave you the following
reasons:

e The information you want is in several different files, each organized in a differ-
ent way.

e [Each file has been organized to be used by a different application program, none
of which produces the information you want in the form you need.

e No application program is available to help get the information you want from
these files.

That’s how end users can be frustrated when an organization relies on file process-
ing systems in which data are organized, stored, and processed in independent files of
data records. In the traditional file processing approach that was used in business data
processing for many years, each business application was designed to use one or more
specialized data files containing only specific types of data records. For example, a
bank’s checking account processing application was designed to access and update a
data file containing specialized data records for the bank’s checking account custom-
ers. Similarly, the bank’s installment loan-processing application needed to access and
update a specialized data file containing data records about the bank’s installment loan
customers. See Figure 5.20.

FIGURE 5.20
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The file processing approach finally became too cumbersome, costly, and inflexible to
supply the information needed to manage modern business and, as we shall soon see,
was replaced by the database management approach. Despite their apparent logic and
simplicity, file processing systems had the following major problems:

Data Redundancy. Independent data files included a lot of duplicated data; the same
data (such as a customer’s name and address) were recorded and stored in several files.
This data redundancy caused problems when data had to be updated. Separate file
maintenance programs had to be developed and coordinated to ensure that each file
was properly updated. Of course, this coordination proved difficult in practice, so a lot
of inconsistency occurred among data stored in separate files.

Lack of Data Integration. Having data in independent files made it difficult to provide
end users with information for ad hoc requests that required accessing data stored in
several different files. Special computer programs had to be written to retrieve data
from each independent file. This retrieval was so difficult, time-consuming, and costly
for some organizations that it was impossible to provide end users or management with
such information. End users had to extract the required information manually from the
various reports produced by each separate application and then prepare customized
reports for management.

Data Dependence. In file processing systems, major components of a system—the
organization of files, their physical locations on storage hardware, and the application
software used to access those files—depended on one another in significant ways. For
example, application programs typically contained references to the specific format of
the data stored in the files they used. Thus, changes in the format and structure of
data and records in a file required that changes be made to all of the programs that
used that file. This program maintenance effort was a major burden of file processing
systems. It proved difficult to do properly, and it resulted in a lot of inconsistency in
the data files.

Lack of Data Integrity or Standardization. In file processing systems, it was easy
for data elements such as stock numbers and customer addresses to be defined dif-
ferently by different end users and applications. This divergence caused serious in-
consistency problems in the development of programs to access such data. In
addition, the integrity (i.e., the accuracy and completeness) of the data was suspect
because there was no control over their use and maintenance by authorized end us-
ers. Thus, a lack of standards caused major problems in application program devel-
opment and maintenance, as well as in the security and integrity of the data files
needed by the organization.

When Joe wanted to find love, he turned to science.

Rather than hang out in bars or hope that random dates worked out, the 34-year-
old aerospace engineer signed up for eHarmony.com, an online dating service that uses
detailed profiles, proprietary matching algorithms, and a tightly controlled communi-
cations process to help people find their perfect soul mate. Over a three-month period,
Joe found 500 people who appeared to fit his criteria. He initiated contact with 100 of
them, corresponded with 50, and dated 3 before finding the right match.

The “scientific” matching services, such as eHarmony, PerfectMatch, and
Chemistry.com, attempt to identify the most compatible matches for the user by
asking anywhere from a few dozen to several hundred questions. The services then
assemble a personality profile and use that against an algorithm that ranks users
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The Database
Management
Approach

Database
Management System

within a set of predefined categories; from there, the system produces a list of
appropriate matches.

The technology that powers these dating sites ranges from incredibly simple to
incredibly complicated. Unsurprisingly, eHarmony has one of the most sophisticated
data centers. “The company stores 4 terabytes of data on some 20 million registered
users, each of whom has filled out a 400-question psychological profile,” says Joseph
Essas, vice president of technology at eHarmony. The company uses proprietary al-
gorithms to score that data against 29 “dimensions of compatibility”—such as values,
personality styles, attitudes, and interests—and match up customers with the best
possible prospects for a long-term relationship.

A giant Oracle 10g database spits out a few preliminary candidates immediately
after a user signs up, to prime the pump, but the real matching work happens later,
after eHarmony’s system scores and matches up answers to hundreds of questions
from thousands of users. The process requires just under 1 billion calculations that
are processed in a giant batch operation each day. These operations execute in paral-
lel on hundreds of computers and are orchestrated using software written to the
open-source Hadoop software platform.

Once matches are sent to users, the users’ actions and outcomes are fed back into
the model for the next day’s calculations. For example, if a customer clicked on many
matches that were at the outset of his or her geographical range—say, 25 miles
away—the system would assume distance wasn’t a deal-breaker and next offer more
matches that were just a bit farther away.

“Our biggest challenge is the amount of data that we have to constantly score,
move, apply, and serve to people, and that is fluid,” Essas says. To that end, the archi-
tecture is designed to scale quickly to meet growth and demand peaks around major
holidays. The highest demand comes just before Valentine’s Day. “Our demand dou-
bles, if not quadruples.”

Source: Adapted from Robert L. Mitchell, “Online Dating: The Technology Behind the Attraction,” Computerworld,
February 13, 2009.

To solve the problems encountered with the file processing approach, the database
management approach was conceived as the foundation of modern methods for
managing organizational data. The database management approach consolidates data
records, formerly held in separate files, into databases that can be accessed by many
different application programs. In addition, a database management system (DBMS)
serves as a software interface between users and databases, which helps users easily ac-
cess the data in a database. Thus, database management involves the use of database
management software to control how databases are created, interrogated, and main-
tained to provide information that end users need.

For example, customer records and other common types of data are needed for
several different applications in banking, such as check processing, automated teller
systems, bank credit cards, savings accounts, and installment loan accounting. These
data can be consolidated into a common customer database, rather than being kept in
separate files for each of those applications. See Figure 5.21.

A database management system (DBMS) is the main software tool of the database
management approach because it controls the creation, maintenance, and use of the
databases of an organization and its end users. As we saw in Figure 5.16, microcom-
puter database management packages such as Microsoft Access, Lotus Approach, or
Corel Paradox allow you to set up and manage databases on your PC, network server,
or the World Wide Web. In mainframe and server computer systems, the database
management system is an important system software package that controls the
development, use, and maintenance of the databases of computer-using organizations.



FIGURE 5.21

An example of a database
management approach in
a banking information
system. Note how the
savings, checking, and
installment loan programs
use a database management
system to share a customer
database. Note also that
the DBMS allows a user to
make direct, ad hoc
interrogations of the
database without using
application programs.

FIGURE 5.22
Database management
software like MySQL,

a popular open-source
DBMS, supports the
development, maintenance,
and use of the databases of
an organization.
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Inquiry

Customer Transaction Processing

Checking Account Data
Savings Account Data
Installment Loan Data
Other Customer Data

Examples of popular mainframe and server versions of DBMS software are IBM’s DB2
Universal Database, Oracle 10g by Oracle Corp., and MySQL, a popular open-source
DBMS. See Figure 5.22. Common DBMS components and functions are summarized
in Figure 5.23.

Source: Courtesy of MySQL.com.
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FIGURE 5.23 Common software components and functions of a database management system.

Common DBMS Software Components

® Database Definition

e Nonprocedural Access

® Transaction Processing

® Database Tuning

e Application Development Graphical tools to develop menus, data entry forms, and reports.

® Procedural Language Interface Language that combines nonprocedural access with full capabilities of a pro-

Language and graphical tools to define entities, relationships, integrity con-
straints, and authorization rights.

Language and graphical tools to access data without complicated coding.

gramming language.

Control mechanisms to prevent interference from simultaneous users and
recover lost data after a failure.

"Tools to monitor and improve database performance.

Source: Michael V. Mannino, Database Application Development and Design (Burr Ridge, IL: McGraw-Hill/Irwin, 2001), p. 7.

Database
Interrogation

FIGURE 5.24

The three major uses of
DBMS software are to
create, maintain, and use
the databases of an
organization.

The three major functions of a database management system are (1) to create new
databases and database applications, (2) to maintain the quality of the data in an or-
ganization’s databases, and (3) to use the databases of an organization to provide the
information that its end users need. See Figure 5.24.

Database development involves defining and organizing the content, relation-
ships, and structure of the data needed to build a database. Database application
development involves using a DBMS to develop prototypes of queries, forms, re-
ports, and Web pages for a proposed business application. Database maintenance
involves using transaction processing systems and other tools to add, delete, update,
and correct the data in a database. The primary use of a database by end users involves
employing the database interrogation capabilities of a DBMS to access the data in a da-
tabase to selectively retrieve and display information and produce reports, forms, and
other documents.

A database interrogation capability is a major benefit of the database management ap-
proach. End users can use a DBMS by asking for information from a database using a
query feature or a report generator. They can receive an immediate response in the form
of video displays or printed reports. No difficult programming is required. The query
language feature lets you easily obtain immediate responses to ad hoc data requests: You
merely key in a few short inquiries—in some cases, using common sentence structures
just like you would use to ask a question. The report generator feature allows you to
specify a report format for information you want presented as a report. Figure 5.25
illustrates the use of a DBMS report generator.

SQL Queries. SQL (pronounced “see quill”), or Structured Query Language, is an
international standard query language found in many DBMS packages. In most cases,

Operating
System
Database -
Management Database
- < > Management Databases
System

m Create: Database and Application Development
® Maintain: Database Maintenance
m Use: Database Interrogation



FIGURE 5.25

Using the report generator
of Microsoft Access to
create an employee report.

FIGURE 5.26
Comparing a natural
language query with a
SQL query.
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SQL is the language structure used to “ask a question” that the DBMS will retrieve
the data to answer. The basic form of a SQL query is:

SELECT ...FROM... WHERE. ..

After SELECT, you list the data fields you want retrieved. After FROM, you list
the files or tables from which the data must be retrieved. After WHERE, you specify
conditions that limit the search to only those data records in which you are interested.
Figure 5.26 compares a SQL query to a natural language query for information on
customer orders.

Boolean Logic. To fully access the power of SQL, a database user needs to have a
basic understanding of the concepts behind Boolean logic. Developed by George
Boole in the mid-1800s, Boolean logic allows us to refine our searches for specific
information such that only the desired information is obtained.

Boolean logic consists of three logical operators: (1) AND, (2) OR, and (3) NOT.
Using these operators in conjunction with the syntax of a SQL query, a database user
can refine a search to ensure that only the desired data are retrieved. This same set of
logical operators can be used to refine searches for information from the Internet
(which is really nothing more than the world’s largest database). Let’s look at an exam-
ple of how the three logical operators work.

Suppose we are interested in obtaining information about cats from the Internet.
We could just search on the word cats, and a large number of potentially useful Web
sites would be retrieved. The problem is that in addition to the Web sites about cats,
we would also retrieve Web sites about cats and dogs, pets in general (if the site in-
cludes the word cats), and probably even sites about the Broadway musical titled Cats.

Operations Support Systems

A Sample Natural Language-to-SQL Translation for Microsoft Access

Natural Language
g

What customers had no orders last month?

SELECT [Customers].[Company Name],[Customers].[Contact Name]
FROM [Customers]

WHERE not Exists {SELECT [Ship Name] FROM [Orders]

WHERE Month {[Order Date]}=1 and Year {[Order Date]}=2004 and [Customers].
[Customer ID]=[Orders].[Customer ID]}
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Database
Maintenance

Application
Development

FIGURE 5.27

Using the Query Wizard
of the Microsoft Access
database management
package to develop a query
about employee health plan
choices.

"To avoid having to sift through all the sites to find what we want, we could use Boolean
logic to form a more refined query:

Cats OR felines AND NOT dogs OR Broadway

By using this search query, we would retrieve any Web site with the word cazs or
felines but exclude any site that also has the words dogs or Broadway. Using this ap-
proach, we would eliminate any reference to cats and dogs or to the Broadway musical
titled Cats. This query therefore would result in a more refined search and eliminate
the need to look at Web sites that do not pertain to our specific interest.

Graphical and Natural Queries. Many end users (and IS professionals) have diffi-
culty correctly phrasing SQL and other database language search queries. So most
end-user database management packages offer GUI (graphical user interface) point-
and-click methods, which are easier to use and are translated by the software into SQL
commands. See Figure 5.27. Other packages are available that use natural language
query statements similar to conversational English (or other languages), as illustrated
in Figure 5.26.

The database maintenance process is accomplished by transaction processing systems
and other end-user applications, with the support of the DBMS. End users and infor-
mation specialists can also employ various utilities provided by a DBMS for database
maintenance. The databases of an organization need to be updated continually to re-
flect new business transactions (e.g., sales made, products produced, inventory
shipped) and other events. Other miscellaneous changes also must be made to update
and correct data (e.g., customer or employee name and address changes) to ensure the
accuracy of the data in the databases. We introduced transaction processing systems in
Chapter 1 and will discuss them in more detail in Chapter 7.

In addition, DBMS packages play a major role in application development. End users,
systems analysts, and other application developers can use the internal 4GL program-
ming language and built-in software development tools provided by many DBMS
packages to develop custom application programs. For example, you can use a DBMS
to develop the data entry screens, forms, reports, or Web pages of a business applica-
tion that accesses a company database to find and update the data it needs. A DBMS
also makes the job of application software developers easier, because they do not have
to develop detailed data-handling procedures using conventional programming lan-
guages every time they write a program. Instead, they can include features such as data
manipulation language (DML) statements in their software that call on the DBMS to
perform necessary data-handling activities.
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Summar

Data Resource Management. Data resource manage-
ment is a managerial activity that applies information
technology and software tools to the task of managing
an organization’s data resources. Early attempts to
manage data resources used a file processing approach
in which data were organized and accessible only in
specialized files of data records that were designed for
processing by specific business application programs.
This approach proved too cumbersome, costly, and
inflexible to supply the information needed to manage
modern business processes and organizations. Thus, the
database management approach was developed to solve
the problems of file processing systems.

Database Management. The database management
approach affects the storage and processing of data.
The data needed by different applications are consoli-
dated and integrated into several common databases in-
stead of being stored in many independent data files.
Also, the database management approach emphasizes
updating and maintaining common databases, having
users’ application programs share the data in the data-
base, and providing a reporting and an inquiry/response
capability so that end users can easily receive reports
and quick responses to requests for information.

Database Software. Database management systems are
software packages that simplify the creation, use, and
maintenance of databases. They provide software tools
so that end users, programmers, and database adminis-
trators can create and modify databases; interrogate a
database; generate reports; do application development;
and perform database maintenance.

Types of Databases. Several types of databases are
used by business organizations, including operational,

distributed, and external databases. Data warehouses
are a central source of data from other databases that
have been cleaned, transformed, and cataloged for busi-
ness analysis and decision support applications. That
includes data mining, which attempts to find hidden
patterns and trends in the warehouse data. Hypermedia
databases on the World Wide Web and on corporate
intranets and extranets store hyperlinked multimedia
pages on a Web site. Web server software can manage
such databases for quick access and maintenance of the
Web database.

Data Access. Data must be organized in some logical
manner on physical storage devices so that they can be
efficiently processed. For this reason, data are com-
monly organized into logical data elements such as
characters, fields, records, files, and databases. Database
structures, such as the hierarchical, network, relational,
and object-oriented models, are used to organize the
relationships among the data records stored in data-
bases. Databases and files can be organized in either a
sequential or direct manner and can be accessed and
maintained by either sequential access or direct access
processing methods.

Database Development. The development of data-
bases can be easily accomplished using microcomputer
database management packages for small end-user
applications. However, the development of large
corporate databases requires a top-down data planning
effort that may involve developing enterprise and entity
relationship models, subject area databases, and data
models that reflect the logical data elements and rela-
tionships needed to support the operation and manage-
ment of the basic business processes of the organization.

Key Terms and Concepts

These are the key terms and concepts of this chapter. The page number of their first explanation is in parentheses.
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10.
11.

. Data dependence (203)
. Data dictionary (188)
. Data integration (203)

. Data resource management (193)

. Database administrator

(DBMS) (204)

12. Database management system

13. Database structures (183)
a. Hierarchical structure (184)

14. Duplication (197)
15. File processing (202)
(DBA) (188) 16. Logical data elements (178)

d. Entity (178)
e. Field (178)
£ File (181)

g. Record (178)

- Data integrity (203) b. Multidimensional model (185) 17. Metadata (188)
- Data mining (200) ¢. Network structure (184) 18. Replication (197)
. Data modeling (190) d. Object-oriented model (185) 19.S d L
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b. Character (178)
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Review Quiz

Match one of the key terms and concepts listed previously with one of the brief examples or definitions that follow. Try to find
the best fit for answers that seem to fit more than one term or concept. Defend your choices.

1. The use of integrated collections of data records
and files for data storage and processing.

_ 2. Data in independent files made it difficult to
provide answers to ad hoc requests and required
special computer programs to be written to
perform this task.

— 3. Aspecialist in charge of the databases of an
organization.

— 4. A nonprocedural computer language used to
interrogate a database.

— 5. Defines and catalogs the data elements and data
relationships in an organization’s database.

__ 6. A feature of database systems that uses queries or
report generators to extract information.

— 7. 'The main software package that supports a database
management approach.

_ 8. Databases that are dispersed over the Internet and
corporate intranets and extranets.

9. Databases that organize and store data as objects.

—10. Databases of hyperlinked multimedia documents
on the Web.

_ 11. The management of all the data resources of an
organization.

_12. Processing data in a data warehouse to discover
key business factors and trends.

—13. Developing conceptual views of the relationships
among data in a database.

____14. A customer’s name.
____15. A customer’s name, address, and account balance.

____16. The names, addresses, and account balances of all
of your customers.

_17. An integrated collection of all of the data about
your customers.

__ 18. Business application programs that use specialized

data files.
_19. A treelike structure of records in a database.

__20. A tabular structure of records in a database.

_ 21

—22.

—23.

24

25,

—26.

—27.

_28.

—29.

—30.

— 3L

—32.

—33.

34

35,

—_36.

37

Records organized as cubes within cubes in a
database.

Databases that support the major business processes
of an organization.

A centralized and integrated database of current
and historical data about an organization.

Databases available on the Internet or provided by
commercial information services.

A problem in the file processing approach where
major components of a system are dependent on
each other to a large degree.

Different approaches to the logical organization of
individual data elements stored in a database.

The most basic logical data element corresponding
to a single letter or number.

A feature of distributed databases that identifies
changes in one database and then makes appropri-
ate changes in the others.

A characteristic of data that refers to their accu-
racy and completeness.

Data that describe the structure and characteristics
of databases.

A characteristic or quality of some entity used to
describe that entity.

Includes, among others, operational, distributed,
and hypermedia databases.

The existence of duplicate data among different
files in an organization.

An approach to distributed databases that copies
the complete content of a master database to others
at a prescribed time of the day.

An object, person, place, event, and so on that is of
interest to an organization and thus included in a
database.

An approach to database structure that improves
on the hierarchical model by allowing many-to-
many relationships.

. Different levels of data groupings that exist in a

database.

Discussion Questions

1. How should a business store, access, and distribute data
and information about its internal operations and exter-
nal environment?

2. What role does database management play in managing
data as a business resource?

3. What are the advantages of a database management ap-
proach to the file processing approach? Give examples
to illustrate your answer.

4. Refer to the Real World Case on Data-Driven Crime
Fighting in the chapter. Given the very decentralized
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nature of law enforcement, with more than 18,000 units
in the United States alone, what can be done to encour-
age sharing information across organizational boundar-
ies? Would an ad-hoc approach suffice, or is a central
coordinating body needed? What are the implications
of creating such an organization?

technologies spell for the future of medicine? How
much of this discipline can be captured using these al-
gorithms. What about pharmacy?

8. What are the benefits and limitations of the relational
database model for business applications today?

9. Why is the object-oriented database model gain-
ing acceptance for developing applications and
managing the hypermedia databases on business
Web sites?

. How have the Internet, intranets, and extranets
affected the types and uses of data resources available
to business professionals? What other database
trends are also affecting data resource management
in business?

5. What is the role of a database management system in a
business information system?

6. In the past, databases of information about a firm’s in-
ternal operations were the only databases that were 10
considered important to a business. What other kinds
of databases are important for a business today?

7. Refer to the Real World Case on Medical I'T in the
chapter. What do these automated or semi-automated

Analysis Exercises

Complete the following exercises as individual or group projects that apply chapter concepts to real-world businesses.

1. Joining Tables Course Table
You have the responsibility for managing technical

training classes within your organization. These classes

Course

ID Course Name Duration Technical

fall into two general types: highly technical training and
end-user training. Software engineers sign up for the
former, and administrative staff sign up for the latter.
Your supervisor measures your effectiveness in part
according to the average cost per training hour and type
of training. In short, your supervisor expects the best
training for the least cost.

To meet this need, you have negotiated an exclusive
on-site training contract with Hands-On Technology
Transfer (HOTT) Inc. (www.traininghott.com), a high-
quality technical training provider. Your negotiated
rates are reproduced below in the pricing table. A
separate table contains a sample list of courses you
routinely make available for your organization.

a. Using these data, design and populate a table that
includes basic training rate information. Designate
the “Technical” field type as “Yes/No” (Boolean).

b. Using these data, design and populate a course table.
Designate the CourselD field as a “Primary Key”
and allow your database to automatically generate a
value for this field. Designate the “Technical” field
type as “Yes/No” (Boolean).

c. Prepare a query that lists each course name and its
cost per day of training.

d. Prepare a query that lists the cost per student for
each class. Assume maximum capacity and that you
will schedule two half-day classes on the same day to
take full advantage of HOT T’ per-day pricing

schedule.

1 ASP Programming 5 Yes
2 XML Programming 5 Yes
3 PHP Programming 4 Yes
4 Microsoft Word—Advanced 5 No
5 Microsoft Excel-Advanced 5 No

2. Training-Cost Management

Having determined the cost per student for each of the
classes in the previous problem, you now must carefully
manage class registration. Because you pay the same
flat rates no matter how many students attend (up to
capacity), you want to do all you can to ensure maxi-
mum attendance. Your training provider, Hands-On
Technology Transfer Inc., requires two weeks’ notice
in the event that you need to reschedule a class. You
should make sure your classes are at least two-thirds
full before this deadline. You should also make sure
you send timely reminders to all attendees so that
they do not forget to show up. Use the database you
created in Problem 1 to perform the following
activities:

a. Using the information provided in the sample below,
add a course schedule table to your training data-
base. Designate the ScheduleID field as a “Primary
Key” and allow your database program to generate
a value for this field automatically. Make the
CourselD field a number field and the StartDate
field a date field.

Pricing Table b. Using the information provided in the sample below,
. . . add a class roster table to your training database.
Technical Price per Day Capacity Make the SchedulelD field a number field. Make
Yes $2,680 15 the Reminder and Confirmed fields both “Yes/No”
No $2,144 30 (Boolean) fields.
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c. Because the Class Schedule table relates to the
Course Table and the Course Table relates to
the Pricing Table, why is it appropriate to record the
Price per Day information in the Class Schedule
table too?

d. What are the advantages and disadvantages of using
the participant’s name and e-mail address in the
Class Roster table? What other database design
might you use to record this information?

e. Write a query that shows how many people have
registered for each scheduled class. Include the class
name, capacity, date, and count of attendees.

Class Schedule
Schedule Course Price per
ID ID Location Start Date Day
1 1 101-A 7/12/2008 $2,680
2 1 101-A 7/19/2008 $2,680
3 1 101-B 7/19/2008 $2,680
4 4 101-A&B  7/26/2008 $2,144
5 5 101-A...B 8/2/2008 $2,144
Class Roster
Schedule
ID  Participant e-mail Reminder Confirmed
1 Linda adams.l@... Yes Yes?
Adams
1 Fatima ahmad.f@ ... Yes No?
Ahmad
1 Adam Alba alba.a@ ... Yes Yes
4 Denys Alyea alyea.d@... No No
4 Kathy Bara bara.k@... Yes No

. Selling the Sawdust

Selling Information By-Products

Sawmill operators are in the business of turning trees

into lumber. Products include boards, plywood, and

veneer. For as long as there have been sawmills, there

have been sawmill operators who have tried to solve the

problem of what to do with their principal by-product:

sawdust. Numerous creative examples abound.
Likewise, businesses often generate tremendous

amounts of data. The challenge then becomes what to

do with this by-product. Can a little additional effort
turn it into a valuable product? Research the following:

a. What are your college’s or university’s policies
regarding student directory data?

b. Does your college or university sell any of its stu-
dent data? If your institution sells student data, what
data do they sell, to whom, and for how much?

c. Ifyour institution sells data, calculate the revenue
earned per student. Would you be willing to pay this
amount per year in exchange for maintaining your
privacy?

. Data Formats and Manipulation

Importing Formatted Data into Excel

M:s. Sapper, a marketing manager in a global account-
ing firm, was this year’s coordinator for her firm’s an-
nual partner meeting. With 400 partners from around
the world, Sapper faced daunting communications
tasks that she wanted to automate as much as possible.
Sapper received a file containing all partners’ names,
as well as additional personal information, from her I'T
department. The file ended with the extension “CSV.”
She wondered to herself what to do next.

The CSV, or comma separated values format, is a very
basic data format that most database applications use to
import or export data. As a minimum, the CSV format
groups all fields in a record into a single line of text. It
then separates each field within a line with a comma or
other delimiter. When the text information contains
commas, the format requires this text information to
be placed within quotes. Sapper needed to get these
data into Excel. Given how busy the I'T guys appeared,
she decided to do this herself.

a. Download and save “partners.csv” from the MIS 10e
OLC. Open the file using Microsoft Word. Remem-
ber to look for the “csv” file type when searching for
the file to open. Describe the data’s appearance.

b. Import the “partner.csv” file into Excel. Remember
to look for the “csv” file type when searching for the
file to open. Does Excel automatically format the
data correctly? Save your file as “partner.xls.”

c. Describe in your own words why you think database
manufacturers use common formats to import and
export data from their systems.
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REAL WORLD

hen Cogent Communications eyes a company

to acquire, it goes into battle mode. Two miles

north of the Pentagon, across the Potomac in
Washington, Cogent sets up what it calls the War Room,
where it marshals eight top executives to evaluate the target
company. Among those on the due diligence squad are the
IS director and IT infrastructure manager.

Cogent, a midsize Internet service provider, understands
what far too many companies do not: Its ability to integrate
and, in some cases, adopt an acquired company’s I'T systems
and operations can determine whether a merger flourishes or
founders. For one thing, unanticipated I'T integration costs
can offset merger savings. Imagine the business lost when
orders vanish, accounts payable go uncollected, and customer
information goes AWOL because the acquiring company
gave short shrift to the I'T challenge ahead.

As 2006 came to a close, it broke records for the number
of mergers and acquisitions, but now I'T managers have to
step up and make sure their data centers can help make
those deals a reality. “A well-run data center with reduced
complexity makes mergers and acquisitions much easier,”
says Andi Mann, senior analyst at Enterprise Management
Associates (EMA).

More than 11,700 deals were done. As the dust clears,
experts and I'T managers agree that companies will feel the
full impact of this merger and acquisition (M&A) frenzy di-
rectly in their data centers. So they advise organizations to
prep now or risk experiencing downtime if they have to
merge mission-critical assets. “Today, the most downtime
companies can afford for critical data center infrastructure is
measured in minutes.” Merged and acquired infrastructure
“has to be available right away,” says Ryan Osborn of AFCOM,
a data center industry group.

Observers agree that the key to M&A success from a
data center perspective is to focus on virtualization, docu-
mentation, and logistics.

Osborn says these three areas will help companies get
ahead of the game and turn a time of crisis into one of op-
portunity. “You won’t spend your time just moving infra-
structure from one data center to another. You can actually
do a technology refresh, get newer equipment and come out
ahead,” he says.

For John Musilli, data center operations manager at Intel
in Santa Clara, California, the most critical piece is knowing
about basic logistics. “I don’t always have to know what a server
does, but I do have to know how to keep it alive,” he says. “It’s
getting something moved from Point A to Point B and it
doesn’t matter whether the logistics deals with putting servers
on a truck or transferring data over a line.”

Musilli has been through a handful of acquisitions in his
eight years at Intel, and he says that he has it down to a sci-
ence. “As part of the acquiring company, it’s my job to pro-
vide the skeletal environment to accept any company’s assets
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that come to us,” he says. As such, he keeps a healthy amount
of generic racking, generic cabling, extra bandwidth on the
network, and generic power. “I go generic because I probably
won’t know what servers, how many slots, or what type of
power we’ll need beforehand. With generic, I can configure
whatever I need in minutes, he says.

For instance, he uses a universal busway for power so that
he doesn’t have to be concerned about the particular electrical
needs of the acquired equipment. “We acquired a company
and needed to integrate them in a short period of time because
their building lease was up and they had to get out of there,”
Musilli says. One team was sent ahead of time and spent a year
trying to identify each server on 30—40 racks. “None of their
applications matched our operating systems,” he says.

As time dwindled, Musilli told them to pack up all the
servers and send them to him. “In the end, it took two man-
days to move them intact and get them up and running in
our data center,” he says.

As companies begin to contemplate future mergers or
acquisitions, they must look inward at their own processes
and procedures. “Just as important as technology is docu-
mentation of processes—you have to know what people are
doing with the systems,” says EMA's Mann. He warns that
one of the first obstacles to having a successful merger or
acquisition is the reliance on what he refers to as tribal
knowledge. Companies that have data centers where the em-
ployees hold all the knowledge suffer greatly when, after a
merger or acquisition, those people are let go.

“You have to document the knowledge from those peo-
ple and figure out how to make the processes work with only
a handful of employees,” he says. Mann recommends creat-
ing a workflow chart that outlines who’s responsible for each
part of the data center. He suggests considering who handles
network management, systems management, application
management, and storage. “This will also help you spot re-
dundancies in skill sets or areas where you are lacking in the
event of a merger,” he says. John Burke, senior analyst at
Nemertes Research in Minneapolis, says that in addition to
knowing who is responsible, I'T groups must know which
systems perform which processes.

“You have to have really good information about what
goes on in your data center in terms of systems and how they
interact with each other and how they interface with the
business. You should always know what services you offer
and how much it costs to offer them, “ Burke says. As part of
this effort, many organizations employ a configuration man-
agement database and asset management tool to help track
elements within the data center. “You need a clear and con-
cise view of the data flow within the data center. If you don’t
know what has to move together, you might disrupt business
during a merger or acquisition,” he says.

Companies must also develop guidelines for governance
to be referenced during a merger. For instance, if two law
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firms are merging and have competing clients, then IT
groups must ensure that data are protected and there is suf-
ficient access control. AFCOM’s Osborn says that good
documentation helps the discovery process that companies
go through before a merger or acquisition.

“If the company you are acquiring has good documenta-
tion and good processes in place, the acquisition goes much
more smoothly,” he says.

“In some cases, you might be able to lower your software
costs if you use a more robust server with fewer processors,
but if the application license doesn’t allow for that, then you
can’t,” Osborn says, and adds: “How much money you’re
going to have to spend to merge technology can weigh heav-
ily on the decision to acquire a company.” Nemertes” Burke
suggests that one major step to M&A success is to make sure
your data center has virtualization tools running on both
servers and storage.

Virtualization is important not only for scaling the
data center but also for creating a standardized execution
environment. “With a well-virtualized data center, you can
hide the fact that things are moving around multiple ser-
vers and storage devices,” Burke says. Rob Laurie, CEO at
virtualization-software provider Dunes Technologies in
Stamford, Connecticutt, says that virtualization is useful for

1. Place yourself in the role of a manager at a company
undergoing a merger or acquisition. What would be
the most important things customers would expect
from you while still in that process? What role would
IT play in meeting those expectations? Provide at least
three examples.

2. Focus on what Andi Mann in the case calls “tribal
knowledge.” What do you think is meant by that, and
why is it so important to this process? What strategies
would you suggest for companies that are faced with the
extensive presence of this issue in an acquired organiza-
tion? Develop some specific recommendations.

3. Most of the discussion on the case focused on hardware
and software issues. However, these are essentially ena-
blers for underlying business processes developed by
each of the companies involved. What different alterna-
tives do companies have for merging their business proc-
esses, and what role would I'T play in supporting those
activities? Pay particular attention to data management
and governance issues.

companies that want to test application and infrastructure
integration before they put their merged or acquired as-
sets into production.

It’s also helpful for companies that must integrate assets
that can’t be physically moved, he says. He warns, however,
that for virtualization to be most effective, merging companies
must decide on a uniform platform for their virtual environ-
ment. “That way, whatever is virtualized in one company could
run in the other company’s data center without problems,” he
says. If they don’t have the same environment, they must at
least have a compatible data format to gain any benefit.

Intel’s Musilli suggests that I'T’ natural attention to detail
can sometimes overcomplicate matters. “Mergers and acquisi-
tions aren’t always as difficult as people make them. They’re
simply about the ability to assimilate any two environments,”
he says. M&As create stress for both acquirer and acquiree,
but early involvement by I'T can minimize the trauma. Other-
wise, you’ll need to do too much in too little time. As software
engineering guru Frederick Brooks once said, “You can’t
make a baby in a month using nine women. Plan ahead.”

Source: Adapted from Sandra Gittien, “Mergers Go Smoother with a
Well-Prepped Data Center,” Computerworld, July 28, 2007, and Eric
Chabrow, “I'T Plays Linchpin Role in High-Stake M&As,” InformationWeek,
June 26, 2006.

—

1. The case extensively discusses the idea of  virtualiza-
tion” and the role it plays in the merger process. Go
online to research this concept and prepare a report
about what it entails, how it works, what are its advan-
tages and disadvantages, and other applications in addi-
tion to those noted in the case.

S

Search the Internet for reports of merger and acquisi-
tion cases where I'T issues played an important role,
either positive or negative. How did different organiza-
tions handle I'T-related matters in the situations you
found? What was the ultimate outcome of the process?
Prepare a presentation to share your findings with

the class.
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andall Parman, database architect at restaurant chain

Applebee’s International and head of Teradata’s user

group, opened Teradata’s annual user conference in
Las Vegas with a warning to those who aren’t making the best
use of their data. “Data are like gold,” Parman noted. “If you
don’t use the gold, you will have someone else who will
come along and take the opportunity,” speaking to a room
packed with almost 3,900 attendees.

Parman drew an analogy to the story about Isaac
Newton’s discovery of gravity after he was hit on the head
with an apple. “What if Newton had just eaten the apple?” he
asked. “What if we failed to use the technology available, or
failed to use these insights to take action?” Applebee’s, which
has 1,900 casual dining restaurants worldwide and grossed
$1.34 billion in revenue last year, has a four-node, 4-terabyte
data warehouse system. Although the company has a staff of
only three database administrators working with the system,
“we have leveraged our information to gain insight into the
business,” he said. “Some of those insights were unexpected,
coming out of the blue while we were looking in a completely
different direction.”

For example, Applebee’s had been using the data ware-
house to analyze the “back-of-house performance” of restau-
rants, including how long it took employees to prepare food
in the kitchens. “Someone had the unanticipated insight to
use back-of-house performance to gauge front-of-house
performance,” he said. “From looking at the time the order
was placed to when it was paid for by credit card and sub-
tracting preparation meal time, we could figure out how
long servers were spending time with customers.” Parman
added that the information is being used to help the com-
pany improve customer experiences.

Applebee’s has also advanced beyond basic business deci-
sions based on data—such as replenishing food supplies ac-
cording to how much finished product was sold daily—to
developing more sophisticated analyses. His department, for
example, came up with a “menu optimization quadrant” that
looks at how well items are selling so that the company can
make better decisions about not only what to order, but
about what products to promote.

Meanwhile, technology vendors see untapped poten-
tial for businesses to spend money on software and hard-
ware that lets them use data to make more sophisticated
business decisions. “Companies who operate with the
greatest speed and intelligence will win,” says Teradata
CEO Michael Koehler.

Like many companies, Travelocity.com has lots of un-
structured data contained in e-mails from customers, call
center representative notes, and other sources that contain
critical nuggets of information about how customers feel
about the travel site. To offset the inability of business intel-
ligence tools to search for unstructured data, Travelocity has
launched a new project to help it mine almost 600,000
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unstructured comments so that it can better monitor and re-
spond to customer service issues.

The online travel site has begun to install new text ana-
lytics software that will be used to scour some 40,000 verba-
tim comments from customer satisfaction surveys, 40,000
e-mails from customers, and 500,000 interactions with the
call center that result in comments to surface potential cus-
tomer service issues. “The truth is that it is very laborious
and extremely expensive to go through all that verbatim cus-
tomer feedback to try to extract the information we need to
have to make business decisions,” notes Don Hill. Travelocity’s
director of customer advocacy.

“The text mining capability . . . gives us the ability to go
through all that verbatim feedback from customers and ex-
tract meaningful information. We get information on the
nature of the comments and if the comments are positive
or negative.”

Travelocity will use text analytics software from Attensity
to automatically identify facts, opinions, requests, trends, and
trouble spots from the unstructured data. Travelocity will
then link that analysis with structured data from its Teradata
data warehouse so the company can identify trends. “We get
to take unstructured data and put it into structured data so we
can track trends over time,” adds Hill. “We can know the fre-
quency of customer comments on issue ‘x’ and if comments
on that topic are going up, going down, or staying the same.”

Unlike other text analytics technology, which requires
manual tagging, sorting, and classifying of terms before
analysis of unstructured data, Attensity’s technology has a
natural language engine that automatically pulls out impor-
tant data without a lot of predefining terms, notes Michelle
de Haalft, vice president of marketing at the vendor. This al-
lows companies to have an early warning system to tackle
issues that need to be addressed, she added.

VistaPrint Ltd., an online retailer based in Lexington,
Massachusetts, which provides graphic design services and
custom-printed products, has boosted its customer conver-
sion rate with Web analytics technology that drills down
into the most minute details about the 22,000 transactions it
processes daily at 18 Web sites.

Like many companies that have invested heavily in on-
line sales, VistaPrint found itself drowning, more than a year
ago, in Web log data tracked from its online operations.
Analyzing online customer behavior and how a new feature
might affect that behavior is important, but the retrieval and
analysis of those data were taking hours or even days using
an old custom-built application, says Dan Malone, senior
manager of business intelligence at VistaPrint.

“It wasn’t sustainable, and it wasn’t scalable,” Malone
says. “We realized that improving conversion rates by even a
few percentage points can have a big impact on the bottom
line.” So VistaPrint set out to find a Web analytics package
that could test new user interfaces to see whether they could
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increase conversion rates (the percentage of online visitors
who become customers), find out why visitors left the site,
and determine the exact point where users were dropping off.

The search first identified two vendor camps. One group
offered tools that analyzed all available data, without any up-
front aggregation. The other offered tools that aggregated
everything upfront but required users to foresee all the que-
ries they wanted to run, Malone says. “If you have a question
that falls outside the set of questions you aggregated the data
for, you have to reprocess the entire data set.”

The company finally turned to a third option, selecting
the Visual Site application from Visual Sciences Inc. Visual
Site uses a sampling method, which means VistaPrint can
still query the detailed data. but “it is also fast because you’re
getting responses as soon as you ask a question. It queries
through 1% of the data you have, and based on that . . . it
gives you an answer back. It assumes the rest of the 99% [of
the data] looks like that. Because the data has been rand-
omized, that is a valid assumption,” notes Malone.

VistaPrint, which has been using the tool for just over a
year, runs it alongside the 30-40 new features it tests every
three weeks. For example, the company was testing a four-
page path for a user to upload data to be printed on a busi-

1. What are the business benefits of taking the time and
effort required to create and operate data warehouses
such as those described in the case? Do you see any
disadvantages? Is there any reason that all companies
shouldn’t use data warehousing technology?

2. Applebee’s noted some of the unexpected insights ob-
tained from analyzing data about “back-of-house” per-
formance. Using your knowledge of how a restaurant
works, what other interesting questions would you sug-
gest to the company? Provide several specific examples.

3. Data mining and warehousing technologies use data
about past events to inform better decision making in
the future. Do you believe this stifles innovative think-
ing, causing companies to become too constrained by
the data they are already collecting to think about unex-
plored opportunities? Compare and contrast both view-
points in your answer.

ness card. The test showed that the new upload path had the
same conversion rate as the control version. “We were a lit-
tle disappointed because we put in a lot of time to improve
this flow,” he adds.

When the company added Visual Site to the operation,
it found that although the test version was better than the
control in three out of four pages, the last page had a big
drop-off rate. “We were able to tell the usability team
where the problem was,” Malone says. VistaPrint also re-
duced the drop-offs from its sign-in page after the Visual
Site tool showed that returning customers were using the
new customer-registration process and getting an error no-
tice. The company fixed the problem, and “the sign-in rate
improved significantly and led to higher conversions,” he
says. While Malone concedes that it is hard to measure an
exact return on the investment, the company estimates that
the tool paid for itself several months after installation.

Source: Adapted from Heather Havenstein, “Use Web Analytics to Turn
Online Visitors into Paying Customers,” Computerworld, September 17, 2007;
Mary Hayes Weier, “Applebee’s Exec Preaches Data Mining for Business
Decisions,” InformationWeek, October 8, 2007; and Heather Havenstein,
“Travelocity.com Dives into Text Analytics to Boost Customer Service,”
Computerworld, November 14, 2007.

—

1. Go online to the Web site of Attensity (www.attensity.
com) and research which other products are offered by
the company that complement those discussed in the
case. What other examples can you find of companies
that have benefited from using these technologies?
Prepare a report to summarize your findings.

2. In the opening of the case, Randall Parman of Applebee’s
International compared data to gold. Although it is easy
to figure out the value of gold at any time, valuing data
has always been subject to controversy. Search the Inter-
net for alternative methodologies to putting a price tag
on the data assets of a company. Contrast different
approaches and share your findings with the class.
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. Understand the concept of a network.
. Apply Metcalfe’s law in understanding the value

of a network.

. Identify several major developments and trends

in the industries, technologies, and business
applications of telecommunications and Internet
technologies.

Provide examples of the business value of
Internet, intranet, and extranet applications.

. Identify the basic components, functions, and

types of telecommunications networks used in
business.

Explain the functions of major components of
telecommunications network hardware, software,
media, and services.

Explain the concept of client/server networking.

. Understand the two forms of peer-to-peer

networking.

Explain the difference between digital and analog
signals.

Identify the various transmission media and
topologies used in telecommunications networks.

Understand the fundamentals of wireless network
technologies.

Explain the concepts behind TCP/IP.

Understand the seven layers of the OSI network
model.
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The
Networked
Enterprise

The Concept
of a Network

Metcalfe’s Law

The Networked Enterprise

When computers are networked, two industries—computing and communications—
converge, and the result is vastly more than the sum of the parts. Suddenly, computing
applications become available for business-to-business coordination and commerce, and for
small as well as large organizations. The global Internet creates a public place without geo-
graphic boundaries—cyberspace—where ordinary citizens can interact, publish their ideas,
and engage in the purchase of goods and services. In short, the impact of both computing
and communications on our society and organizational structures is greatly magnified.

"Telecommunications and network technologies are inter-networking and revolution-
izing business and society. Businesses have become networked enterprises. The Inter-
net, the Web, and intranets and extranets are networking business processes and
employees together and connecting them to their customers, suppliers, and other
business stakeholders. Companies and workgroups can thus collaborate more crea-
tively, manage their business operations and resources more effectively, and compete
successfully in today’s fast-changing global economy. This chapter presents the tele-
communications and network foundations for these developments.

Read the Real World Case 1 on the future of virtual business meeting. We can
learn a lot about the possibilities offered by new telecommunication developments
from this case. See Figure 6.1.

Because of our focus on information systems and technologies, it is easy for us to think
of networks in terms of connected computers. To understand the value of connecting
computers fully, however, it is important to understand the concept of a network in its
broader sense.

By definition, the term network means an interconnected or interrelated chain,
group, or system. Using this definition, we can begin to identify all kinds of networks:
a chain of hotels, the road system, the names in a person’s address book or PDA, the
railroad system, the members of a church, club, or organization. The examples of net-
works in our world are virtually endless, and computer networks, though both valua-
ble and powerful, are just one example of the concept.

The concept of networks can be expressed as a mathematical formula that calculates
the number of possible connections or interactions in a one-way communication envi-
ronment: N(N — 1), or N> — N. In the formula, N refers to the number of nodes (points
of connection) on the network. If only a few nodes exist on a network, the number of
possible connections is quite small. Using the formula, we see that three nodes result in
only 6 possible connections. A network of 10 nodes results in a somewhat larger
number—90 connections. It’s when a large number of nodes are connected that the pos-
sible number of connections grows to significant proportions. A network with 100 nodes
has 9,900 possible connections, and a network with 1,000 nodes has 999,000 possible
connections. This type of mathematical growth is called exponential. This term just
means that the growth in number of connections is many times greater than the number
of nodes. Adding only one more node to a network makes the number of connections
grow many times greater. Think of the effect of adding a new entry and exit ramp on a
highway system that connects 30,000 cities and towns. How many more connections
does that one new ramp create? Maybe more relevant is the effect of adding one addi-
tional person as a friend to your Facebook, MySpace, or Plaxo account. If you have 100
unique friends who each have 100 unique friends and the new friend has 100 unique
friends—well, you get the picture. That’s what the next section is all about.

Robert Metcalfe founded 3Com Corp. and designed the Ethernet protocol for com-
puter networks. He used his understanding of the concept of networks to express the
exponential growth in terms of potential business value. Metcalfe’s law states that the
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DLA Piper, MetLife, PepsiCo,
and Others: Telepresence Is

Finally Coming of Age

prawling international law firm DLA Piper has up-

graded from videoconferencing to telepresence,

which will save the firm nearly $1 million per year in
reduced travel costs and lost productivity. The conferencing
gear that simulates across-the-table meetings has “a provable
and achievable return on investment over five years, and may
actually pay for itself before then,” says Don Jaycox, CIO of
DLA Piper U.S.

This involves an “immersive video experience,” or tech-
nology that provides high-end, high-definition visual and
audio communications in a completely integrated environ-
ment. The goal is to make anyone involved in these meet-
ings feel as if they’re actually in the room with the other
meeting participants, regardless of where everyone is physi-
cally based.

“Rescheduling half the firm’s in-person board meetings
as telepresence conferences and relying on at least two at-
torneys per week to use telepresence rather than travel ac-
counts for significant savings when lost productivity for
travel time is factored in,” says Jaycox.

“If T look at my total telepresence project cost, which
includes equipment, room construction, implementation
services, maintenance contract, financing costs, etc., then
amortize that over the expected five-year life of the system,
it works out to be just a hair under $500,000 per year for our
six U.S. sites,” he says. “Our early experience suggests that a
more accurate number of avoided trips is closer to four or
five per week, so the $970,000 projection almost certainly
underestimates our actual savings,” he notes.

The sites were selected so they put 80 percent of the at-
torneys within a one-hour drive of a telepresence room.

FIGURE 6.1

o—

Source: Courtesy of Hewlett-Packard Company.

Jaycox says he has observed attorneys working together
via telepresence conferences, and he was struck to see two
workgroups formed at either end of the telepresence table,
just as they might be if they were all working around the
same physical table. “You had the sense all these people were
in the same strategy room,” he says.

With the economy in a downturn, it’s no surprise that
companies have been slashing travel budgets. But at MetLife,
officials say the focus is also on employees’ quality of life,
keeping them home as much as possible. As a result, the in-
surance giant has recently made a big push into telepresence
technology.

MetLife is using Cisco Telepresence in three dedicated
conference rooms in Chicago, New York, and New Jersey,
and soon plans to expand to other offices nationally and in-
ternationally. “Instead of having to take people away from
their families, you walk down to the room and turn on the
lights and have your three-hour meeting and it’s extremely
effective,” says Anthony Nugent, executive vice president of
employee benefits sales. He regularly uses telepresence to
communicate with his direct reports in Chicago and Somerset,
New Jersey, and the clarity is so good that he says with a
laugh, “Everyone jokes around that they can reach a Coke
across the table” from one location to another.

MetLife has seen a direct cost savings as well as better
employee time efficiency and a way to help the company
meet its “green initiative” goal of reducing its carbon emis-
sions by 20 percent this year, says Nugent. The company
finished its initial telepresence rollout a year ago and hasn’t
yet determined an exact savings, but Nugent estimates the
use of the systems will provide double-digit ROI in travel
savings alone.

At MetLife, the three Cisco telepresence systems cost
just under $1 million to install, according to Paul Galvin,
vice president of enterprise services in the information
technology group. Nugent says he uses both videoconfer-
encing and telepresence, depending on his needs. Videocon-
ferencing is a better choice for one-on-one situations, such
as “if someone is going to do a quick presentation to me,” he
says, but telepresence is ideal for meetings where partici-
pants are located in multiple offices.

Telepresence gives him face-to-face contact with a
broader group, “So it allows me to get to know people bet-
ter,” Nugent says. He runs an organization with people
based all around the country and used to require that his di-
rect reports come to New York for quarterly reviews. Now
they can stay in their offices and he can discuss business with
a wider range of employees.

“Using telepresence allows me to see and virtually inter-
act with more people on my team instead of just my direct
reports,” says Nugent. “When we use telepresence for meet-
ings, people who wouldn’t normally be asked to travel to
New York have the opportunity to make presentations and
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get valuable exposure to executive management. It really fa-
cilitates face-to-face interaction with a broader cross-section
of employees on an economically efficient basis.”

MetLife is considering putting a telepresence system at a
business processing plant in India to avoid having employees
fly over to see it. The company is also looking at ways to
utilize telepresence with salespeople across the country. The
idea is to have as many people using the system as possible,
Nugent says.

“Flying out of Boston for a meeting when I was 20
sounded great, but the sales pitch I always give is we’re re-
specting the time of the employee,” he says. “So if we can
give a person the effectiveness of being there and then be
home with his family, it’s two wins.”

PepsiCo is deploying Cisco Telepresence systems in its
major offices worldwide. PepsiCo CIO Robert Dixon says
that using telepresence “will reinvent the way we work”
while cutting down on travel, which, in turn, improves pro-
ductivity and reduces the company’s environmental foot-
print. “In this day and age, it’s simply a smarter way of going
about our business,” he adds. PepsiCo sells products from
18 different product lines in 200 countries and employs
nearly 200,000 workers.

The law firm of Lathrop & Gage, LLP, is using both
high-definition videoconferencing and telepresence. Em-
ployees conduct more than 300 meetings every month at
the firm’s Kansas City, Missouri, headquarters. “It’s a more
meaningful way to conduct meetings than over the phone,”
says CEO Joel Voran, who uses the system about three
times a week. Although he still tries to make it to all of the

1. Implementing telepresence seems to have other, less
tangible, advantages beyond travel cost savings. What
are some of those? How do you quantify them to make
the case for investing in the technology? Provide at
least two fully developed examples.

2. DLA Piper, MetLife, and the other companies featured
in the case are very optimistic about the technology.
However, other than its cost, what are some potential
disadvantages of implementing telepresence in
organizations?

3. Do you think meetings conducted through telepresence
technology will be similar to face-to-face ones as the
technology becomes more pervasive? How would the
rules of etiquette change for telepresence meetings?
Which type of meeting would you like best?

firm’s offices twice a year, Voran says use of the Polycom
systems has significantly reduced the need for lawyers to fly
to Kansas City.

“The clarity has been impressive,” Voran says. “At one
of our very first meetings at one of our offices I could see the
brand of the beverage someone was drinking and that made
the partner sit up and take notice.”

“This is a billable-hour profession,” notes Ben Weinberger,
CIO at Lathrop & Gage, who adds that one attorney alone
can save more than $1,500 in travel expenses and productiv-
ity loss by not having to fly somewhere to attend a meeting.
Because many lawyers travel monthly, the Polycom system
could represent a savings of more than $30,000 in annual
travel expenses and productivity loss for a single attorney,
he estimates.

Weinberger differentiates between high-end videocon-
ferencing and telepresence by the size of the screens. The
rooms that have 50-plus-inch screens and run high-quality,
high-definition cameras are utilizing telepresence, he says.

Making it possible for far-flung attorneys to work closely
together via telepresence helps emphasize that the firm has
offices around the world and should have an international
focus—a benefit of the system that can’t be quantified in dol-
lars and cents. “When you work in one location, you tend to
draw inward. We want people to think globally,” says Jaycox.

Source: Adapted from Esther Shein, “Telepresence Catching on, but

Hold onto Your Wallet,” Computerworld, January 22, 2010; Matt Hamblen,
“PepsiCo to Deploy Telepresence from Cisco and BT Globally,” Computer-
world, February 2, 2010; and Tim Greene, “Telepresence Cuts Near $1M in
Travel Costs for Law Firm,” Network World, October 7, 2009.

—t

1. Telepresence is described in the case as a green tech-
nology because it replaces air travel with a more envi-
ronmentally friendly alternative. Recently, many
organizations are looking to I'T to help them cut their
carbon footprint. What other technologies can be
helpful in this regard?

2. Go online and research different ways in which the
“green I'T” movement is catching on. Prepare a report
to share your findings.

3. The organizations featured in the case are not too keen
on the future of business travel. Despite the high qual-
ity of current and future telepresence systems, do you
believe these companies are missing something by not
having people meet face to face? Why or why not?
Break into small groups with your classmates to discuss
this issue.
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usefulness, or utility, of a network equals the square of the number of users. In other words,
every time you add a new user to a network, the value of the network, in terms of
potential connections amongst its members, doubles!

Metcalfe’s law becomes easy to understand if you think of a common piece of tech-
nology we all use every day: the telephone. The telephone is of very limited use if only
you and your best friend have one. If a whole town is on the system, it becomes much
more useful. If the whole world is wired, the utility of the system is phenomenal. Add
the number of wireless telephone connections, and you have a massive potential for
value. To reach this value, however, many people had to have access to a telephone—
and they had to have used it. In other words, telephone use had to reach a critical mass
of users. So it is with any technology.

Until a critical mass of users is reached, a change in technology affects only the
technology. Once critical mass is attained, however, social, political, and economic
systems change. The same is true of digital network technologies. Consider the
Internet. It reached critical mass in 1993, when there were roughly 2.5 million host
computers on the network; by November 1997, the vast network contained an esti-
mated 25 million host computers. According to Internet World Stats, the number of
users on the Internet in September 2009 topped 1.7 billion! More important, that
represents only slightly more than 25 percent of the estimated world population. With
computing costs continuing to drop rapidly (remember Moore’s law from Chapter 3)
and the Internet growing exponentially (Metcalfe’s law), we can expect to see more
and more value—conceivably for less cost—virtually every time we log on. The Inter-
net is kind of a big deal, and it’s getting bigger even as we write.

Telecommunications is the exchange of information in any form (voice, data, text, im-
ages, audio, video) over networks. The Internet is the most widely visible form of tel-
ecommunications in your daily lives. Early telecommunications networks did not use
computers to route traffic and, as such, were much slower than today’s computer-
based networks. Major trends occurring in the field of telecommunications have a
significant impact on management decisions in this area. You should thus be aware of
major trends in telecommunications industries, technologies, and applications that
significantly increase the decision alternatives confronting business managers and pro-
fessionals. See Figure 6.2.

"The competitive arena for telecommunications service has changed dramatically in recent
years. The telecommunications industry has changed from government-regulated

Industry trends Toward more competitive vendors, carriers, alliances, and
network services, accelerated by deregulation and the growth
of the Internet and the World Wide Web.

Technology trends Toward extensive use of Internet, digital fiber-optic, and
wireless technologies to create high-speed local and global
internetworks for voice, data, images, audio, and
videocommunications.

Application trends  Toward the pervasive use of the Internet, enterprise intranets,
and interorganizational extranets to support electronic
business and commerce, enterprise collaboration, and
strategic advantage in local and global markets.
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FIGURE 6.3
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monopolies to a deregulated market with fiercely competitive suppliers of telecommuni-
cations services. Numerous companies now offer businesses and consumers a choice of
everything from local and global telephone services to communications satellite channels,
mobile radio, cable television, cellular phone services, and Internet access. See Figure 6.3.
The explosive growth of the Internet and the World Wide Web has spawned a
host of new telecommunications products, services, and providers. Driving and re-
sponding to this growth, business firms have dramatically increased their use of the
Internet and the Web for electronic commerce and collaboration. Thus, the service
and vendor options available to meet a company’s telecommunications needs have in-
creased significantly, as have a business manager’s decision-making alternatives.

Open systems with unrestricted connectivity, using Internet networking technologies
as their technology platform, are today’s primary telecommunications technology
drivers. Web browser suites, HTML Web page editors, Internet and intranet servers
and network management software, TCP/IP Internet networking products, and net-
work security firewalls are just a few examples. These technologies are being applied
in Internet, intranet, and extranet applications, especially those for electronic com-
merce and collaboration. This trend has reinforced previous industry and technical
moves toward building client/server networks based on an open-systems architecture.

Open systems are information systems that use common standards for hardware,
software, applications, and networking. Open systems, like the Internet and corporate
intranets and extranets, create a computing environment that is open to easy access by
end users and their networked computer systems. Open systems provide greater con-
nectivity, that is, the ability of networked computers and other devices to access and
communicate with one another easily and share information. Any open-systems archi-
tecture also provides a high degree of network interoperability. That is, open systems
enable the many different activities of end users to be accomplished using the different
varieties of computer systems, software packages, and databases provided by a variety
of interconnected networks. Frequently, software known as middleware may be used to
help diverse systems work together.

Middleware is a general term for any programming that serves to glue together or
mediate between two separate, and usually already existing, programs. A common
application of middleware is to allow programs written for access to a particular database
(e.g., DB2) to access other databases (e.g., Oracle) without the need for custom coding.

Middleware is commonly known as the plumbing of an information system be-
cause it routes data and information transparently between different back-end data
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sources and end-user applications. It’s not very interesting to look at—it usually doesn’t
have much, if any, visible “front end” of its own—but it is an essential component of
any IT infrastructure because it allows disparate systems to be joined together in a
common framework.

Telecommunications is also being revolutionized by the rapid change from analog
to digital network technologies. Telecommunications systems have always depended
on voice-oriented analog transmission systems designed to transmit the variable elec-
trical frequencies generated by the sound waves of the human voice. However, local
and global telecommunications networks are rapidly converting to digital transmis-
sion technologies that transmit information in the form of discrete pulses, as comput-
ers do. This conversion provides (1) significantly higher transmission speeds, (2) the
movement of larger amounts of information, (3) greater economy, and (4) much lower
error rates than with analog systems. In addition, digital technologies allow telecom-
munications networks to carry multiple types of communications (data, voice, video)
on the same circuits.

Another major trend in telecommunications technology is a change from reliance on
copper wire-based media and land-based microwave relay systems to fiber-optic lines
and cellular, communications satellite, and other wireless technologies. Fiber-optic
transmission, which uses pulses of laser-generated light, offers significant advantages in
terms of reduced size and installation effort, vastly greater communication capacity,
much faster transmission speeds, and freedom from electrical interference. Satellite
transmission offers significant advantages for organizations that need to transmit mas-
sive quantities of data, audio, and video over global networks, especially to isolated areas.
Cellular, mobile radio, and other wireless systems are connecting cellular phones, PDAs,
and other wireless appliances to the Internet and corporate networks.

The changes in telecommunications industries and technologies just mentioned are
causing a significant change in the business use of telecommunications. The trend
toward more vendors, services, Internet technologies, and open systems, and the rapid
growth of the Internet, the World Wide Web, and corporate intranets and extranets,
dramatically increases the number of feasible telecommunications applications. Thus,
telecommunications networks are now playing vital and pervasive roles in Web-enabled
e-business processes, e-commerce, enterprise collaboration, and other business appli-
cations that support the operations, management, and strategic objectives of both large
and small business enterprises.

We cannot leave our overview of trends in telecommunications without reiterating
that the Internet sits firmly in the center of the action. Despite its importance and
seemingly unexplored boundaries, we are already embarking on the next generaton of the
“network of networks.” Internet2 is a high-performance network that uses an entirely
different infrastructure than the public Internet we know today. Already, more than
300 universities and scientific founding institutions and 60,000 member institutions
throughout the United States and the rest of the world are part of the Internet2 net-
work. One big misconception about Internet?2 is that it’s a sequel to the original Internet
and will replace it someday. It never will, because it was never intended to replace the
Internet. Rather, its purpose is to build a road map that can be followed during the next
stage of innovation for the current Internet. The ideas being honed, such as new ad-
dressing protocols and satellite-quality streaming video, will likely be deployed to the
Internet, but it might take close to 10 years before we see them.

Furthermore, the Internet2 network may never become totally open; it might
remain solely in the domain of universities, research centers, and governments. To be
sure, the lightning-fast technologies in use by Internet2 right now must eventually
be turned over to the public Internet. For now, the Internet2 project lives for the
purpose of sharing, collaborating, and trying new high-speed communication ideas—
interestingly, many of the same goals that shaped the early history of today’s Internet.
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Most of the institutions and commercial partners on the Internet2 network are
connected via Abilene, a network backbone that will soon support throughput of
10 gigabits per second (Gbps). Several international networks are also plugged into
Abilene’s infrastructure, and as the project grows, more and more networks will be
able to connect to the current framework. The one common denominator among all
of the Internet2 partners is their active participation in the development and testing of
new applications and Internet protocols with an emphasis on research and collabora-
tion, focusing on things such as videoconferencing, multicasting, remote applications,
and new protocols that take advantage of the many opportunities megabandwidth pro-
vides. In short, Internet2 is all about high-speed telecommunications and infinite
bandwidth.

To give you an idea of exactly how fast this network of the future is, an interna-
tional team of researchers has already used it to set a new landspeed record. At the end
of 2002, the team sent 6.7 gigabytes of data across 6,821 miles of fiber-optic network
in less than one minute. That’s roughly two full-length DVD-quality movies traveling
a quarter of the way around the earth in less than one minute at an average speed of
923 million bits per second! It’s also approximately 410,000 miles per hour. The same
team is already hard at work, attempting to break its own record.

As we are exploring new ways to gain business advantage through the Internet, a
significant effort is being made to make the Internet bigger and faster. In 2009, Inter-
net2 celebrated its 13th anniversary and has significantly expanded in breadth, speed,
and storage capacity since its inception in 1996. We’ll look at Internet2 again later in
this chapter when we discuss Internet-addressing protocols.

What business value is created when a company capitalizes on the trends in telecom-
munications we have just identified? Use of the Internet, intranets, extranets, and
other telecommunications networks can dramatically cut costs, shorten business lead
times and response times, support e-commerce, improve the collaboration of work-
groups, develop online operational processes, share resources, lock in customers and
suppliers, and develop new products and services. These benefits make applications of
telecommunications more strategic and vital for businesses that must increasingly find
new ways to compete in both domestic and global markets.

Figure 6.4 illustrates how telecommunications-based business applications can
help a company overcome geographic, time, cost, and structural barriers to business

FIGURE 6.4 Examples of the business value of business applications of telecommunications networks.

Strategic Capabilities e-Business Examples Business Value
Overcome geographic barriers: Use the Internet and extranets to Provide better customer service by
Capture information about business transmit customer orders from reducing delay in filling orders and
transactions from remote locations. traveling salespeople to a corporate improves cash flow by speeding up
data center for order processing and the billing of customers.
inventory control.
Overcome time barriers: Provide Credit authorization at the point Credit inquiries can be made and
information to remote locations of sale using online POS networks. answered in seconds.
immediately after it is requested.
Overcome cost barriers: Reduce Desktop videoconferencing between Reduce expensive business trips; allow
the cost of more traditional means a company and its business partners customers, suppliers, and employees to
of communication. using the Internet, intranets, and collaborate, thus improving the quality
extranets. of decisions reached.
Overcome structural barriers: Business-to-business electronic Fast, convenient services lock in
Support linkages for competitive commerce Web sites for transactions customers and suppliers.
advantage. with suppliers and customers using the

Internet and extranets.
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success. Note the examples of the business value of these four strategic capabilities
of telecommunications networks. This figure emphasizes how several e-business
applications can help a firm capture and provide information quickly to end users at
remote geographic locations at reduced costs, as well as support its strategic organi-
zational objectives.

For example, traveling salespeople and those at regional sales offices can use the
Internet, extranets, and other networks to transmit customer orders from their lap-
tops or desktop PCs, thus breaking geographic barriers. Point-of-sale terminals and
an online sales transaction processing network can break time barriers by supporting
immediate credit authorization and sales processing. Teleconferencing can be used to
cut costs by reducing the need for expensive business trips, allowing customers, sup-
pliers, and employees to participate in meetings and collaborate on joint projects
without traveling. Finally, business-to-business e-commerce Web sites are used by
businesses to establish strategic relationships with their customers and suppliers by
making business transactions fast, convenient, and tailored to the needs of the busi-
ness partners involved.

The explosive growth of the Internet is a revolutionary phenomenon in computing
and telecommunications. The Internet has become the largest and most important
network of networks today and has evolved into a global information superbighway. We
can think of the Internet as a network made up of millions of smaller private networks,
each with the ability to operate independent of, or in harmony with, all the other mil-
lions of networks connected to the Internet. When this network of networks began to
grow in December 1991, it had about 10 servers. In January 2004, the Internet was
estimated to have more than 46 million connected servers with a sustained growth rate
in excess of 1 million servers per month. In January 2007, the Internet was estimated
to have more than 1 billion users with Web sites in 34 languages from English to
Icelandic. Now that is some growth!

The Internet is constantly expanding as more and more businesses and other or-
ganizations and their users, computers, and networks join its global Web. Thousands
of business, educational, and research networks now connect millions of computer
systems and users in more than 200 countries. Internet users projected for 2010 are
expected to top the 2 billion user mark, which still only represents approximately one-
third of the worldwide population. Apply these numbers to Metcalfe’s law, and you can
see that the number of possible connections is extraordinary.

The Net doesn’t have a central computer system or telecommunications center.
There are, however, 13 servers called root servers that are used to handle the bulk of the
routing of traffic from one computer to another. Each message sent has a unique ad-
dress code, so any Internet server in the network can forward it to its destination. Also,
the Internet does not have a headquarters or governing body. International advisory
and standards groups of individual and corporate members, such as the Internet Soci-
ety (www.isoc.org) and the World Wide Web Consortium (www.w3.org), promote use
of the Internet and the development of new communications standards. These com-
mon standards are the key to the free flow of messages among the widely different
computers and networks of the many organizations and Internet service providers (ISPs)
in the system.

One of the unique aspects of the Internet is that nobody really owns it. Anyone who
can access the Internet can use it and the services it offers. Because the Internet cannot
be accessed directly by individuals, we need to use the services of a company that spe-
cializes in providing easy access. An ISP, or Internet service provider, is a company
that provides access to the Internet to individuals and organizations. For a monthly
fee, the service provider gives you a software package, user name, password, and access
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Popular uses of the
Internet.

phone number or access protocol. With this information (and some specialized hard-
ware), you can then log onto the Internet, browse the World Wide Web, and send and
receive e-mail.

In addition to serving individuals, ISPs serve large companies, providing a direct
connection from the company’s networks to the Internet. These ISPs themselves are
connected to one another through network access points. Through these connections,
one ISP can easily connect to another ISP to obtain information about the address of
a Web site or user node.

The most popular Internet applications are e-mail, instant messaging, browsing the
sites on the World Wide Web, and participating in newsgroups and chat rooms. Inter-
net e-mail messages usually arrive in seconds or a few minutes anywhere in the
world and can take the form of data, text, fax, and video files. Internet browser soft-
ware like Netscape Navigator and Internet Explorer enables millions of users to
surf the World Wide Web by clicking their way to the multimedia information re-
sources stored on the hyperlinked pages of businesses, government, and other Web
sites. Web sites offer information and entertainment and are the launch sites for
e-commerce transactions between businesses and their suppliers and customers. As
we will discuss in Chapter 9, e-commerce Web sites offer all manner of products
and services via online retailers, wholesalers, service providers, and online auctions.
See Figure 6.5.

The Internet provides electronic discussion forums and bulletin board systems
formed and managed by thousands of special-interest newsgroups. You can partici-
pate in discussions or post messages on a myriad of topics for other users with the
same interests. Other popular applications include downloading software and infor-
mation files and accessing databases provided by a variety of business, government,
and other organizations. You can conduct online searches for information on Web
sites in a variety of ways by using search sites and search engines such as Yahoo!,
Google, and Fast Search. Logging on to other computers on the Internet and hold-
ing real-time conversations with other Internet users in chat rooms are also popular
uses of the Internet.

® Surf. Point-and-click your way to thousands of hyperlinked Web sites and resources
for multimedia information, entertainment, or electronic commerce.

® e-Mail. Use e-mail and instant messaging to exchange electronic messages with col-
leagues, friends, and other Internet users.

® Discuss. Participate in discussion forums of special-interest newsgroups, or hold real-
time text conversations in Web site chat rooms.

® Publish. Post your opinion, subject matter, or creative work to a Web site or Weblog
for others to read.

® Buy and Sell. Buy and sell practically anything via e-commerce retailers, wholesalers,
service providers, and online auctions.

® Download. Transfer data files, software, reports, articles, pictures, music, videos, and
other types of files to your computer system.

e Compute. Log onto and use thousands of Internet computer systems around
the world.

® Connect. Find out what friends, acquaintances, and business associates are up to.

® Other Uses. Make long-distance phone calls, hold desktop videoconferences, listen to
radio programs, watch television, play video games, explore virtual worlds, etc.
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If you’re in the business of making a few million pairs of blue jeans a year, not much
is more important than getting “blue” exactly right. It’s why a jeans designer at VF
Corp. will express mail swatches dipped in dye back and forth with factories around
the world as many times as necessary to make sure designers and manufacturers agree
on just the right shade. And it’s part of the reason it takes as long as nine months to
design a new pair of jeans and get them on the shelves.

VE, the world’s largest apparel maker with brands such as Lee Jeans, Vanity Fair
lingerie, and North Face outdoor gear, expects that getting new styles to shoppers
faster will make it more competitive. To do that, it’s creating an I'T platform of col-
laborative design tools that can draw on a database of information such as material
characteristics, costs, colors, and templates of past designs. The company has de-
ployed the tools across its five U.S. divisions and built real-time ties to its manufac-
turers around the world, because 90 percent of its manufacturing is outside the
United States. The ability to share the information via the Internet makes it feasible
for the company to collaborate in real time with offshore factories and other supply-
chain partners in fairly remote regions.

VEF believes finding a more efficient way to agree on blue, and other technology-
enabled improvements in how it designs new products and manages logistics could
save it $100 million a year and cut months off the time to get a new design to
market. “If you look at the cycle times from design to retail shelf, about two-
thirds is spent in product development,” says Boyd Rogers, VE’s vice president of
supply chain and technology. “The new system has the potential to remove
months from the production cycle, depending on how many iterations are made
to get the correct color.”

‘Two key elements are the color-technology software from GretagMacbeth LLC
to speed electronic collaborating on color choices and the custom-built Strategic
Interaction Development Environment, or Stride, which contains graphic tools to
manage garment details, a raw-materials database to house garment specifications,
and more.

Using the integrated systems, a design team will be able to input product ideas
and attach a sketch or set of design specifications. If a similar design exists, the de-
signer can save time by copying the information from another product line and reus-
ing the template. The color-technology system will tie into the Stride system. And
the two will let information be shared more easily—for example, in real time with
VEF’s sourcing office in Hong Kong, which contracts with third-party manufacturers
throughout Asia to sew the clothes that VF designs. In the future, VF will let raw-
material suppliers and manufacturers connect to the Stride system for real-time in-
teraction on issues related to materials and specifications.

“We think $100 million annually over the next five years is absolutely doable,”
Rogers says. “It’s becoming increasingly important to collaborate tightly with our
divisions and partners around the world to cut cycle times.”

Source: Adapted from Laurie Sullivan, “Designed to Cut Time,” InformationWeek, February 28, 2005.

As Figure 6.6 illustrates, business use of the Internet has expanded from an electronic
information exchange to a broad platform for strategic business applications. Notice
how applications such as collaboration among business partners, providing customer
and vendor support, and e-commerce have become major business uses of the Inter-
net. Companies are also using Internet technologies for marketing, sales, and cus-
tomer relationship management applications, as well as for cross-functional business
applications, and applications in engineering, manufacturing, human resources, and
accounting. Let’s look at a real-world example.
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FIGURE 6.6 Examples of how a company can use the Internet for business.
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The Business Value The Internet provides a synthesis of computing and communication capabilities that adds
of the Internet value to every part of the business cycle.

What business value do companies derive from their business applications on the
Internet? Figure 6.7 summarizes how many companies perceive the business value of
the Internet for e-commerce. Substantial cost savings can arise because applications
that use the Internet and Internet-based technologies (like intranets and extranets) are
typically less expensive to develop, operate, and maintain than traditional systems. For
example, an airline saves money every time customers use its Web site instead of its
customer support telephone system.

It is estimated that for certain types of transactions, the transaction cost savings are
significant for online versus more traditional channels. For example, booking a reserva-
tion over the Internet costs about 90 percent less for the airline than booking the same
reservation over the telephone. The banking industry has also found significant cost sav-
ings via the Internet. A typical online banking transaction (payments, balance inquiry,
check payment) is estimated to cost anywhere from 50 percent to 95 percent less than its
bricks-and-mortar counterpart. Generally speaking, anytime you convert a business
process from a manual one to a software-based version, the transaction costs associated
with that process can be expected to go down by the order of several magnitudes.

Other primary sources of business value include attracting new customers with in-
novative marketing and products, as well as retaining present customers with improved
customer service and support. Of course, generating revenue through e-commerce
applications is a major source of business value, which we will discuss in Chapter 9. To
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summarize, most companies are building e-business and e-commerce Web sites to
achieve six major business values:

® Generate new revenue from online sales.
¢ Reduce transaction costs through online sales and customer support.
e Attract new customers via Web marketing and advertising and online sales.

¢ Increase the loyalty of existing customers via improved Web customer service and
support.

® Develop new Web-based markets and distribution channels for existing products.

¢ Develop new information-based products accessible on the Web.

Many companies have sophisticated and widespread intranets, offering detailed data
retrieval, collaboration tools, personalized customer profiles, and links to the Internet.
Investing in the intranet, they feel, is as fundamental as supplying employees with

a telephone.

Before we go any further, let’s redefine the concept of an intranet, to emphasize
specifically how intranets are related to the Internet and extranets. An intranet is a
network inside an organization that uses Internet technologies (such as Web browsers
and servers, TCP/IP network protocols, HTML hypermedia document publishing
and databases, and so on) to provide an Internet-like environment within the enter-
prise for information sharing, communications, collaboration, and the support of
business processes. An intranet is protected by security measures such as passwords,
encryption, and firewalls, and thus can be accessed by authorized users through the
Internet. A company’s intranet can also be accessed through the intranets of custom-
ers, suppliers, and other business partners via extranet links. Just think of an intranet as
a private version of the Internet.

Organizations of all kinds are implementing a broad range of intranet uses. One way
that companies organize intranet applications is to group them conceptually into a few
categories of user services that reflect the basic services that intranets offer to their users.
These services are provided by the intranet’s portal, browser, and server software, as
well as by other system and application software and groupware that are part of a com-
pany’s intranet software environment. Figure 6.8 illustrates how intranets provide an
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enterprise information portal that supports communication and collaboration, Web
publishing, business operations and management, and intranet portal management.
Notice also how these applications can be integrated with existing IS resources and
applications and extended to customers, suppliers, and business partners via the Inter-
net and extranets.

Communications and Collaboration. Intranets can significantly improve commu-
nications and collaboration within an enterprise. For example, you can use your in-
tranet browser and your PC or NC workstation to send and receive e-mail, voice mail,
pages, and faxes to communicate with others within your organization, as well as ex-
ternally through the Internet and extranets. You can also use intranet groupware fea-
tures to improve team and project collaboration with services such as discussion
groups, chat rooms, and audio and videoconferencing.

Web Publishing. The advantage of developing and publishing hyperlinked multime-
dia documents to hypermedia databases accessible on World Wide Web servers has
moved to corporate intranets. The comparative ease, attractiveness, and lower cost of
publishing and accessing multimedia business information internally via intranet Web
sites have been the primary reasons for the explosive growth in the use of intranets in
business. For example, information products as varied as company newsletters, techni-
cal drawings, and product catalogs can be published in a variety of ways, including
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hypermedia Web pages, e-mail, and net broadcasting, and as part of in-house business
applications. Intranet software browsers, servers, and search engines can help you eas-
ily navigate and locate the business information you need.

Business Operations and Management. Intranets have moved beyond merely mak-
ing hypermedia information available on Web servers or pushing it to users via net
broadcasting. Intranets are also being used as the platform for developing and deploy-
ing critical business applications to support business operations and managerial deci-
sion making across the inter-networked enterprise. For example, many companies are
developing custom applications like order processing, inventory control, sales man-
agement, and enterprise information portals that can be implemented on intranets,
extranets, and the Internet. Many of these applications are designed to interface with
and access existing company databases and legacy systems. The software for such busi-
ness uses is then installed on intranet Web servers. Employees within the company or
external business partners can access and run such applications using Web browsers
from anywhere on the network whenever needed.

Intranet Portal Management. Organizations must employ I'T and IS professionals
to manage the functions of the intranet along with maintaining the various hardware
and software components necessary for successful operations. For example, a network
administrator must manage the access of users via passwords and other security mech-
anisms to ensure that each user is able to use the intranet productively while simulta-
neously protecting the integrity of the data resources. Included in this job are issues
related to protection against unauthorized access, computer viruses, directory man-
agement, and other highly important functions.

Now let’s look at one company’s use of an intranet in more detail to get a better
idea of how intranets are used in business.

Audi is a brand synonymous with sporty, progressive, and sophisticated cars that
embody technological perfection. On the back of the company’s year-on-year record
growth since 2004—including 30 percent growth in Australia in 2008—the company
needed to position itself, and its national dealer network, to manage its future
growth.

Audi Australia has a network of 30 dealerships across Australia. It needed to com-
municate with a range of people within its dealer network and ensure that different
roles within the dealership were given access to the right information. There was a
complex network of stakeholders who required access: the solution needed to cater
to 500 users who were broken into 90 different user groups.

Audi had an existing portal solution that has been built on an open-source solu-
tion. Audi’s business had outgrown this solution which had become unreliable and
required a lot of technical management. Audi only has one in-house I'T staff mem-
ber, and it needed a solution that could be administered and maintained by nontech-
nical staff, without intervention from a third-party supplier.

“The old portal wasn’t letting us provide all the information we wanted to the
dealers. We just couldn’t update it frequently enough,” says Wolf-Christian Vaross,
I'T Specialist for Audi Australia. “Administration of the old site wasn’t easy—to make
changes we had to get a programmer to do it. The software might have been free
initially but we didn’t have the expertise to support it in house, and we didn’t want to
keep paying someone outside the company to maintain it.”

Audi chose the iD solution because it was able to deliver all the features they re-
quired out of the box. Another important component of the project was that the
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dealer portal had to meet Audi’s scrupulous design standards to match Audi’s distinc-
tive branding.

As part of the implementation, Audi involved the general managers from across
five key departments including sales, corporate communications, and finance to find
out what information they needed to share with dealers. This ensured that the
broader business would be involved in creating and maintaining the dealer portal and
had buy-in of the project. “The preparation process that iD took us through made it
easy—they gave us an understanding of how to structure it,” says Vaross.

“Now when someone from a dealership logs in, they’ll see the latest news rele-
vant to them, and it will only take one mouse click for them to find what they’re
looking for. It was important to give them the easiest possible route to the informa-
tion they need,” adds Vaross.

Audi’s dealer portal was launched on February 1, 2009, and enjoyed rapid uptake
by its dealer users. The number of users increased by 450 percent in the second
month of use. “As users have discovered that the new portal is easy to use and offers
relevant information, they are already beginning to access more information via the
portal,” says Vaross. “We have seen the number of pages they visit increase by 300%
in the second month of operation.”

Source: Adapted from Intranet Dashboard Case Study, “Intranet Dashboard Revs Up Audi Australia,” Intranet Journal,
October 22, 2009.

As businesses continue to use open Internet technologies [extranets] to improve commiuni-
cation with customers and partners, they can gain many competitive advantages along the
way—in product development, cost savings, marketing, distribution, and leveraging their
partnerships.

As we explained previously, extranets are network links that use Internet technologies
to interconnect the intranet of a business with the intranets of its customers, suppliers,
or other business partners. Companies can establish direct private network links
among themselves or create private, secure Internet links called virtual private nerworks
(VPNs). (We'll look more closely at VPN later in this chapter.) Or a company can use
the unsecured Internet as the extranet link between its intranet and consumers and
others but rely on the encryption of sensitive data and its own firewall systems to pro-
vide adequate security. Thus, extranets enable customers, suppliers, consultants, sub-
contractors, business prospects, and others to access selected intranet Web sites and
other company databases. See Figure 6.9.

As shown in the figure, an organization’s extranet can simultaneously link the or-
ganization to a wide variety of external partners. Consultants and contractors can use
the extranet to facilitate the design of new systems or provide outsourcing services. The
suppliers of the organization can use the extranet to ensure that the raw materials nec-
essary for the organization to function are in stock or delivered in a timely fashion. The
customers of an organization can use the extranet to access self-service functions such
as ordering, order status checking, and payment. The extranet links the organization to
the outside world in a manner that improves the way it does business.

The business value of extranets is derived from several factors. First, the Web
browser technology of extranets makes customer and supplier access of intranet re-
sources a lot easier and faster than previous business methods. Second, as you will see
in two upcoming examples, extranets enable a company to offer new kinds of interac-
tive Web-enabled services to their business partners. Thus, extranets are another way
that a business can build and strengthen strategic relationships with its customers and
suppliers. Also, extranets can enable and improve collaboration by a business with its
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FIGURE 6.9 Extranets connect the inter-networked enterprise to consumers, business customers, suppliers, and
other business partners.
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customers and other business partners. Extranets facilitate an online, interactive prod-
uct development, marketing, and customer-focused process that can bring better-
designed products to market faster.

Extranets: Highway engineers around the sprawling state of Texas want all the accident data they
can get. With 800,000 crashes a year in the state, lives can be saved with a new left-
turn lane here or a guardrail there, or perhaps a traffic light over a once-quiet rural
Speeds intersection. Engineers need to analyze accident patterns to know where to spend
Information limited highway-safety funds. Until 2005, however, engineers in the Department of
Transportation’s 25 district offices could not get the data. To view accident records,
they had to go to Austin and pore through reels of microfilm in the state archives,
trying to find reports relevant to particular stretches of highway. Even if they found
what they were looking for, the information was at least three years out of date be-
cause of the backlog of accident reports awaiting microfilming.

That all changed in May 2005 when the state fired up its new Crash Records
Information System with digitized police and highway patrol accident reports avail-
able through a business intelligence extranet. Traffic engineers around the state are
now able to access and analyze the data from their offices, equipped with nothing
more than a browser and a password. Making reports available over the Web “will
help us save lives,” says Carol Rawson, deputy director for traffic operations.

Supersol, a 160-store Israeli supermarket chain, has found that sharing business
intelligence with suppliers means fresher goods and fewer products sitting in ware-
houses. Previously, suppliers had to visit stores and eyeball what was sitting on the
shelves or call a Supersol purchasing manager to find out what to deliver.

Now 10 key suppliers check stocks by tapping into Supersol’s inventory data
warehouse to learn what the supermarket chain has in its Tel Aviv distribution center.
The data warehouse is built on NCR’s Teradata system with Panorama Software’s
business intelligence software for accessing and analyzing information. When sup-
pliers can see inventory data, it’s easier to eliminate out-of-stocks and overstocking.
“The transparency of information is good for both sides,” CIO Isaac Shefer says.

Collaboration
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Similarly, ArvinMeritor Inc., which manufactures car parts for automakers, ser-
vice companies such as Midas and Meinke, and retailers like AutoZone, has used an
extranet for about 18 months to make production schedules and inventory data avail-
able to its suppliers. They check inventory levels of the materials they supply to
ArvinMeritor and consult production schedules to anticipate needs.

“They have access to weekly and monthly data on what we plan to produce,” says
CIO and senior VP Perry Lipe. “That information is extremely key to them. It’s one
reason why our plants are on schedule and able to meet production forecasts. In ad-
dition to helping the just-in-time manufacturing model succeed, making data avail-
able to suppliers takes excess inventory out of the supply chain and reduces costs.”

“Back in Texas, the Department of Transportation is planning to make the Crash
Records Information System available to the public and insurance company repre-
sentatives who want copies of accident reports,” says Catherine Cioffi, Crash Records
Information System’s project manager. The extranet also will be used to alert local
law-enforcement agencies where speeding and drunken-driving offenses occur with
greater frequency. Business intelligence extranets, says deputy director for traffic op-
erations Rawson, “help us all do our jobs better.”

Source: Adapted from Charles Babcock, “Collaboration Speeds Information,” InformationWeek, January 24, 2005.
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Telecom-
munications
Alternatives

A Telecom-
munications
Network
Model

Telecommunications Network
Alternatives

"Telecommunications is a highly technical, rapidly changing field of information sys-
tems technology. Most business professionals do not need a detailed knowledge of its
technical characteristics. However, it is necessary that you understand some of the
important characteristics of the basic components of telecommunications networks.
"This understanding will help you participate effectively in decision making regarding
telecommunications alternatives.

Read the Real World Case 2 about the impacts of videoconferencing applications
on health care. We can learn a lot about the value of network-enabled applications
from this case. See Figure 6.10.

Figure 6.11 outlines key telecommunications component categories and examples. Re-
member, a basic understanding and appreciation, not a detailed knowledge, is suffi-
cient for most business professionals.

Before we begin our discussion of telecommunications network alternatives, we
should understand the basic components of a telecommunications network. Generally,
a cormunications network is any arrangement in which a sender transmits a message to a
receiver over a channel consisting of some type of medium. Figure 6.12 illustrates a
simple conceptual model of a telecommunications network, which shows that it con-
sists of five basic categories of components:

e Terminals, such as networked personal computers, network computers, net boxes,
or information appliances. Any input/output device that uses telecommunications
networks to transmit or receive data is a terminal, including telephones and the
various computer terminals that were discussed in Chapter 3.

¢ Telecommunications processors, which support data transmission and reception
between terminals and computers. These devices, such as modems, switches, and
routers, perform a variety of control and support functions in a telecommunications
network. For example, they convert data from digital to analog and back, code and
decode data, and control the speed, accuracy, and efficiency of the communications
flow between computers and terminals in a network.

¢ Telecommunications channels over which data are transmitted and received.
"Telecommunications channels may use combinations of media, such as copper
wires, coaxial cables, or fiber-optic cables, or use wireless systems like microwave,
communications satellite, radio, and cellular systems to interconnect the other
components of a telecommunications network.

e Computers of all sizes and types are interconnected by telecommunications
networks so that they can carry out their information processing assignments.
For example, a mainframe computer may serve as a host computer for a large
network, assisted by a midrange computer serving as a front-end processor; while
a microcomputer may act as a network server in a small network.

e Telecommunications control software consists of programs that control
telecommunications activities and manage the functions of telecommunications
networks. Examples include network management programs of all kinds, such
as telecommunications monitors for mainframe host computers, network operating
systems for network servers, and Web browsers for microcomputers.

No matter how large and complex real-world telecommunications networks may
appear to be, these five basic categories of network components must be at work to
support an organization’s telecommunications activities. This is the conceptual frame-
work you can use to help you understand the various types of telecommunications
networks in use today.
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REAL WORLD

Brain Saving Technologies, Inc.

and the T-Health Institute: Medicine
through Videoconferencing

n average, every 45 seconds, someone in the

United States suffers a stroke, the third-leading

cause of death as well as the leading cause of per-
manent disability in the nation, according to the American
Heart Association.

The first three hours after a stroke are critical to a pa-
tient’s survival and recovery. For instance, depending on the
type of stroke suffered by a patient, certain drugs can vastly
improve the patient’s survival and chances for full rehabilita-
tion. Those same drugs, however, can be deadly if given to a
patient suffering another type of stroke. Due in part to a
shortage of specialty physicians trained to accurately diag-
nose and treat stroke victims, not all U.S. hospitals have the
expertise and equipment to optimally care for stroke patients,
particularly in the critical early hours.

The new Neuro Critical Care Center, operated by Brain
Saving Technologies Inc. in Wellesley Hills, Massachusetts,
will begin to connect emergency-room doctors at a number
of suburban hospitals in the state with a remote university
hospital that will act as a ‘hub’ with on-call critical-care neu-
rologists who can assist in making remote diagnoses and
treatment recommendations for suspected stroke patients,
says Stuart Bernstein, CEO and chief operating officer at
Brain Saving Technologies. The connection occurs through
a visual-communication workstation that can connect via IP,
high-bandwidth communications, or private leased line. The
workstation allows the remote specialists to examine and talk
to patients, and collaborate with on-site doctors to improve
timely diagnosis of strokes and optimize treatment options,
Bernstein says.

FIGURE 6.10

Source: Kevin Maloney/The New York Times/Redux.

“Our purpose is to provide member hospitals with a ma-
jor hospital stroke center, 24 by 7,” Bernstein says. CT
scans—digital images of patient’s brains—can also be trans-
mitted from the member hospitals to the Neuro Critical Care
Center specialists to improve diagnosis of the patients, he
says. The images are seen simultaneously by doctors at both
locations so that they can collaborate. The technology can
also help train emergency-room doctors about what charac-
teristics to look for on the CT scans of stroke patients.

A key component of the Neuro Critical Care Center’s
offering is the Intern "Tele-HealthCare Solution from Tandberg,
which provides simultaneous audio and video transmission and
bidirectional videoconferencing and image-display capabilities
to hub and member hospital doctors. Emergency-room doc-
tors can wheel the mobile Tandberg system to patients’ bed-
sides, Bernstein says.

Tandberg’s medical video-communication products are
also used in other telehealth applications, including situations
where doctors need an expert in sign language or a foreign
language to communicate with patients or their family mem-
bers, says Joe D’lorio, Tandberg’s manager of telehealth.
“The technology provides real-time visibility and collabora-
tion to help assess patients’ well-being and facilitate real-time
interaction,” he notes.

Doctors have long had a tradition of holding “grand
rounds” to discuss patient cases and educate aspiring physi-
cians. The centuries-old practice certainly has its merits, but
medical leaders in Arizona want to improve, update, and
broaden it to include a larger list of health care practitioners,
such as nurses and social workers, regardless of their locations.
So the Arizona Telemedicine Program (ATP) drew on its ex-
tensive use of videoconferencing equipment to develop the
Institute for Advanced Telemedicine and Telehealth, or the
‘T-Health Institute, to facilitate a 21st-century way of teaching
and collaborating across disciplines and professions.

“Its specific mission is to use technology to permit inter-
disciplinary team training,” explains Dr. Ronald Weinstein,
cofounder and director of the ATP. “Now we’re opening it up
to a far broader range of participants and patients.” The
T-Health Institute is a division of the ATP, which Arizona law-
makers established in 1996 as a semiautonomous entity. The
ATP operates the Arizona Telemedicine Network, a statewide
broadband health-care telecommunications network that links
55 independent health care organizations in 71 communities.

Through this network, telemedicine services are pro-
vided in 60 subspecialties, including internal medicine, sur-
gery, psychiatry, radiology, and pathology, by dozens of
service providers. More than 600,000 patients have received
services over the network.

Project leaders say the goal is to create much-needed
discussion and collaboration among professionals in multi-
ple health care disciplines so that they can deliver the best
care to patients.



“It’s the effort to be inclusive,” Weinstein says. “Medi-
cine is quite closed and quite limited, but we’re counting on
telecommunications to bridge some of those communication
gaps.” The institute is essentially a teleconferencing hub that
enables students, professors, and working professionals to
participate in live meetings. Its technology also allows them
to switch nearly instantly between different discussion groups
as easily as they could if they were meeting in person and merely
switching chairs.

Gail Barker has noticed that participants who don’t
speak up during in-person meetings often become much
more active in discussions held via videoconferencing. Per-
haps it’s because they feel less intimidated when they’re not
physically surrounded by others or because the videoconfer-
encing screen provides a buffer against criticism, says Barker,
who is director of the T-Health Institute and a teacher at the
University of Arizona’s College of Public Health.

When used poorly, videoconferencing can be stiff and
dull, just a talking head beaming out across cyberspace
without any chance to engage the audience. But Barker and
others are finding that when the technology is used in a
thoughtful and deliberate manner, it has some advantages
over real-life sessions because of its ability to draw more par-
ticipants into the fray.

“It’s literally a new method of teaching medical students.
It’s a novel approach,” says Jim Mauger, director of engi-
neering at Audio Video Resources Inc., a Phoenix-based
company hired to design and install the videoconferencing
equipment for the T-Health Institute.

The T-Health Institute uses a Tandberg 1500 videocon-
ferencing system, and its video wall has 12 50-inch Toshiba
P503DL DLP Datawall RPU Video Cubes. The video wall
itself is controlled by a Jupiter Fusion 960 Display Wall
Processor utilizing dual Intel Xeon processors. The Fusion
960 allows the wall to display fully movable and scalable im-
ages from multiple PC, video, and network sources.

Although Weinstein was able to articulate this vision of
interprofessional interaction—that is, he could clearly lay
out the user requirements—implementing the technology to
support it brought challenges, I'T workers say.

1. From the perspective of a patient, how would you feel
about being diagnosed by a doctor who could be hun-
dreds or thousands of miles away from you? What kind
of expectations or concerns would you have about that
kind of experience?

2. What other professions, aside from health care and ed-
ucation, could benefit from application of some of the
technologies discussed in the case? How would they
derive business value from these projects? Develop two
proposals.

3. The deployment of I'T in the health professions is still
very much in its infancy. What other uses of technology
could potentially improve the quality of health care?
Brainstorm several alternatives.
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Mauger says creating a videoconferencing system that
linked multiple sites in one video wall wasn’t the challenging
part. The real challenge was developing the technology that
allows facilitators to move participants into separate virtual
groups and then seamlessly switch them around.

“The biggest challenges to making this work were the
audio isolation among the separate conference participants
as well as fast dynamics of switching video and moving par-
ticipants to meetings,” he explains. He says his team also en-
countered other challenges—ones that affect more typical
IT projects, such as budget constraints, the need to get staff-
ers in different cities to collaborate, and the task of translat-
ing user requirements into actionable items. “It’s necessary
to have someone there on-site who understands all the com-
plex parts of the project,” he says. “Someone who is not just
meeting with people every now and then, but someone who
works with them on a daily basis.”

Barker, who teaches in the College of Public Health at
the University of Arizona and is a user of the system, led
a trial-run training session at the T-Health amphitheater.
She met with 13 people, including a clinical pharmacist, two
family nurse practitioners, a senior business developer, two
program coordinators, a diabetes program case manager,
and an A/V telemedicine specialist. For that event, Barker
says the biggest benefit was the time saved by having the
facility in place; without the T-Health Institute, some par-
ticipants would have had to make a four-hour round trip to
attend in person.

Now the system is opening up to others in Arizona’s
health care and medical education communities. T-Health
Institute officials say they see this as the first step toward a
health care system that truly teaches its practitioners to work
together across professional disciplines so that they can de-
liver the best, most efficient care possible.

“We think,” Weinstein says, “that this is the only way
you’re going to create coordinated health care.”

Source: Adapted from Marianne Kolbasuk McGee, “Telemedicine Improving
Stroke Patients’ Survival and Recovery Rates,” InformationWeek, May 11, 2005;
and Mary K. Pratt, “Audiovisual Technology Enhances Physician Education,”
Computerworld, February 16, 2009.

—1

1. Technology enhances the ability of educational insti-
tutes to reach students across geographic boundaries.
One recent development in this area is YouTube EDU.
Go online to check out the site and prepare a report
summarizing its objectives, the kind of content available
there, and how it could be used to support traditional
modes of education delivery, such as lectures.

2. If widely adopted, these technologies could conceivably
lead to a concentration of specialists in a small number
of “hub” institutions, essentially creating a two-tier
health care system. Do you believe this would lead to
an increase or decrease in the availability of these profes-
sionals for patients? What could be the positive and
negative consequences of this development? Break into
small groups with your classmates to discuss these issues.
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FIGURE 6.11

Key telecommunications
network component
categories and examples.

Network Alternative Examples of Alternatives

Networks Internet, intranet, extranet, wide area, local area, client/
server, network computing, peer-to-peer

Media Twisted-pair wire, coaxial cable, fiber optics, micro-
wave radio, communications satellites, cellular and
PCS systems, wireless mobile and LAN systems

Processors Modems, multiplexers, switches, routers, hubs, gate-
ways, front-end processors, private branch exchanges

Software Network operating systems, telecommunications
monitors, Web browsers, middleware

Channels Analog/digital, switched/nonswitched, circuit/message/
packet/cell switching, bandwidth alternatives

Topology/Architecture Star, ring, and bus topologies, OSI and TCP/IP
architectures and protocols

FIGURE 6.12 The five basic components in a telecommunications network: (1) terminals, (2) telecommunications
processors, (3) tele communications channels, (4) computers, and (5) telecommunications software.
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Many different types of networks serve as the telecommunications infrastructure for
the Internet and the intranets and extranets of inter-networked enterprises. How-
ever, from an end user’s point of view, there are only a few basic types, such as wide
area and local area networks and client/server, network computing, and peer-to-peer
networks.

"Telecommunications networks covering a large geographic area are called wide area
networks (WANs). Networks that cover a large city or metropolitan area (mzetropolitan
area networks) can also be included in this category. Such large networks have become
a necessity for carrying out the day-to-day activities of many business and government
organizations and their end users. For example, WAN’s are used by many multina-
tional companies to transmit and receive information among their employees, cus-
tomers, suppliers, and other organizations across cities, regions, countries, and the
world. Figure 6.13 illustrates an example of a global wide area network for a major
multinational corporation.

When a wide area network optimized a specific geographical area, it is referred to as a
metropolitan area network (MAN). Such networks can range from several blocks of
buildings to entire cities. MANs can also depend on communications channels of
moderate-to-high data rates. A MAN might be owned and operated by a single or-
ganization, but it usually will be used by many individuals and organizations. MANs
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FIGURE 6.13 A global wide area network (WAN): the Chevron MPI (Multi-Protocol Inter-Network).
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Local Area Networks

Virtual
Private Networks

might also be owned and operated as public utilities. Your local cable provider or a
local telephone company is probably operating on a MAN. MAN’s will often provide
means for inter-networking of local area networks.

Local area networks (LANs) connect computers and other information processing de-
vices within a limited physical area, such as an office, classroom, building, manufactur-
ing plant, or other worksite. LANs have become commonplace in many organizations
for providing telecommunications network capabilities that link end users in offices,
departments, and other workgroups.

LANS use a variety of telecommunications media, such as ordinary telephone wir-
ing, coaxial cable, or even wireless radio and infrared systems, to interconnect micro-
computer workstations and computer peripherals. To communicate over the network,
each PC usually has a circuit board called a nerwork interface card. Most LANs use a
more powerful microcomputer with a large hard disk capacity, called a file server or
network server, that contains a network operating system program that controls
telecommunications and the use and sharing of network resources. For example, it
distributes copies of common data files and software packages to the other microcom-
puters in the network and controls access to shared laser printers and other network
peripherals. See Figure 6.14.

Many organizations use virtual private networks (VPNs) to establish secure intranets
and extranets. A virtual private network is a secure network that uses the Internet as its
main backbone network but relies on network firewalls, encryption, and other security
features of its Internet and intranet connections and those of participating organiza-
tions. Thus, for example, VPNs would enable a company to use the Internet to estab-
lish secure intranets between its distant branch offices and manufacturing plants and
secure extranets between itself and its business customers and suppliers. Figure 6.15
illustrates a VPN in which network routers serve as firewalls to screen Internet traffic
between two companies. We will discuss firewalls, encryption, and other network se-
curity features in Chapter 13. For the time being, we can think of a VPN as a pipe
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FIGURE 6.14

A local area network (LAN).
Note how the LAN allows
users to share hardware,
software, and data
resources.

FIGURE 6.15

An example of a virtual
private network protected
by network firewalls.
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traveling through the Internet. Through this pipe, we can send and receive our data
without anyone outside the pipe being able to see or access our transmissions. Using
this approach, we can “create” a private network without incurring the high cost of a
separate proprietary connection scheme. Let’s look at a real-world example about the
use of VPN to secure remote and wireless access to sensitive data.
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Road warriors wirelessly connect to the corporate network from hot spots at airports
or coffee outlets. Just a few years ago, common nightmare stories were told of even
casual bystanders being able to eavesdrop on corporate communications made in
such circumstances. As a result, there’s a widespread acceptance that VPN are pretty
much de rigueur for wireless use on the road.

Fast-growing, New York—based Castle Brands uses a PPTP-based VPN—having
first weighed open-source and proprietary VPNs. “We tried to keep the cost down,
without compromising security,” says director of I'T' Andre Preoteasa. “Throw in the
up-front cost of some VPN, the additional hardware, license fees and yearly support
costs, and costs soon climb. With PPTP, if you've got Windows XP, you pretty much
have it.”

Initial access to the network is password-based, explains Preoteasa, with subse-
quent access control following role-based rules maintained on the server in the form
of Microsoft Active Directory. “People can’t just go anywhere and open up anything;
the accounting guys get accounting access while the sales guys don’t,” he says.

At London-based law firm Lawrence Graham, a combination of tokenless, two-
factor authentication techniques help ensure secure remote VPN wireless access,
says the f